Multi-dimensional integrals

Formula 4

A seventh degree formula for three dimensions using
27 integrand evaluations can be obtained in the form

J = K= AOf(Oa 0’ 0) +A1 ;f(xl’()»())
+ A, ;f(xza X, 0) + 4, %:f(xs, X3, X3).

There are two possible choices for Ag, 4y, 4,, 43, X1, X2
and x;, thus:

Ay =0-1184868 or 0-1821729

A, = 0-0053074 0-0466670
A, = 0-0629095 0-0049431
A; = 0-0118472 0-0598136
x; = 1-2795819 0-8484180
x, = 0-7000973 1-1064129
x3 = 0-8550443 0-6528165

These formulae have the undesirable feature that one

of the abscissae lies outside the range of integration.

Estimate of the maximum error in best polynomial approximations

By G. M. Phillips*

By using Chebyshev’s equioscillation theorem and the well-known error formula for the inter-
polating polynomial, inequalities are derived for the minimax error in polynomial approximation.
These results are extended to piecewise polynomial approximations.

(First received September 1967)

1. Approximations over a single interval

Suppose a function f(x) is defined on [a, b] and that
f(n+1)(x) exists and is continuous on that interval. Let
pn(x) be the polynomial of degree not greater than n
which is the best approximating polynomial for f(x) on
[a, b] in the Chebyshev sense. By the equioscillation
theorem (see, for example, Davis (1963)), 3 at least n + 2
points on which
max | /(x) — pu(») |
a<x<b

is attained, with the error f(x) — p,(x) alternating in sign
over those points. Hence, by continuity, 3 at least
n -+ 1 distinct points, say xo, Xi,... X, on [a,b],
where f(x) — p.(x) = 0, and so we may write the usual
estimate for the error in the interpolating polynomial,

10 — polx) = E X0 B ) gy

(n+ 1!
where £, is some function of x.
Now let x& xf,....x¥ be the =zeros of
T,.((2x — b — a)/(b — a)), where T, (x) is the

Chebyshev polynomial cos ((n + 1)cos—!x). If we
let g,(x) be the interpolating polynomial for f(x) con-
structed at x&, x¥, . . ., xi, we will have

x—x3)...0x—xx)
(n+ !

7, being some function of x. Therefore

f(X) - qn(x) = f(n+l)(7)x)’ (2)
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max |(x —x3)...
agx<b

1
max |fx) — 4,091 < G

o (x— XN . max | D). (3)
asx<
Putting y = 2x — b — a)/(b — a) and
yE=Qxf—b—a)b—a)forr=0,1,...,n,

max |(x — x§)...(x — x})| =

a<x<b ’
G

Thus the inequality (3) gives
max |f(x) — g.(x)|

max
—1<y <1

[(y—y3) ... (y—yDl- @&

a<x<b
(b—a)"’?"l - (n+1)
< 22n+l(n 4 1)! .azlfz |f (x)l (5)
From the definition of p,(x), it follows that
max |f(x) — pa(x)|
a<xg<b
(b _ a)n+1 D)
S ZznTl(n + 1)! .argnf‘éblf (x)l- (6)
Also, from (1),
1
a?féb] f(x) — p(x)| > @+ D! a?gébe —Xg) e
c..(x —x,)|. min |f@+D(x)| (7)
a<x<b
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Polynomial approximations

and from the minimax property of the Chebyshev
polynomials we have from (7) that

max | f(x) — pa(x)|
ags<x<gb
(b — a)"""l 1 (n+1
> iy £ 11, ST @)
Combining the results (6) and (8), by the continuity of
f@tD(x)A  some Eefa, b] such that

aglfigblf(x) — Pu(X)]
b_ n+1
_ (Tjﬁ . (T") AFE ). 9)

2. Piecewise approximations

Let us now approximate to f(x) by splitting [a, b] into
k sub-intervals and using a polynomial approximation of
degree at most n on each sub-interval. Let us choose
the points of sub-division and the k approximating
polynomials so as to minimize the maximum error. It
is easily seen that the maximum error, say E(n, k), will
be attained at least once on each sub-interval.

Let I,,I,,...,I, be the sub-intervals and let
X1, Xa, . . . X1 be the sub-dividing points. Then from
(9) we may write, forr =1,2,.. ., k,

2 _ _ n+1
() el 10

where £, €1, and x, = a, x, = b. Thus

En, k) =

1
n+1

(11)

= %(xr —X,— 1) .

1
(("_+1>T_”5(",k))n+1 FaED(E)

References

and

D) E(m, k)L k
k((_n#_))n+l — %’Z‘_‘l(x,. —X,_1)

’f(n-&-l)(é") #l (12)

As k — oo, the largest sub-interval x, — x,_; — 0 and
we may replace the right side of (12) by the Riemann
integral, giving

2
1 n+1 S
klfl ket LE @, k) (n + 1)!

bl

The special case of (13) with n = 1 is given by Ream
(1961).

Returning to (10), at least one sub-interval I, must
have length not greater than (b — a)/k, so that

Fn+D(x)

1 n+1
"+‘dx} . (13)

n+1

E(n, k) < - max | f&+D(x)]. (14)

2 (b —a
n+D!"\ 4k
Similarly at least one sub-interval must have length not
smaller than (b — a)/k, giving

n+1

. min | f@#+D(x)[. (15)

as<x<b

2 b—a
E(n,k) > TEN (Tk"
From (14) and (15), by continuity of f*+1(x), 3 some
£ela, b] such that

E(n, k)=

n+1

2 b—
CEE (Tka | fEEDE]. (16)
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