processes, shown in Fig. 4, are on the whole ‘unnatural’ at
best. While the configuration of points does not strongly
suggest any particular set of points to be a cluster, it does sug-
gest symmetry. The lack of symmetry in the results in Fig. 4
tends to indicate the sensitivity of the algorithms to small local
perturbations. The distance matrix of ranks was clustered by
our proposed method using £ = 3. Fig. 5 shows the computer
output of the cluster candidates and the corresponding node
values and isolation indices. Examination of the isolation
indices reveals that clusters 8 and 9 may reasonably be con-
sidered as ‘real’. Under the probability model studied in
Ling (1971b), which is not quite appropriate for the data under
consideration but nevertheless offers a rough guide to the
assessment of the significance of the clustering indices, these
clusters are seen to be statistically significant. Fig. 6 shows the
tree diagram for the results of clustering. The symmetry of the
configuration, which was not brought out by other methods
examined, is easily seen here.
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Correspondence

To the Editor
The Computer Journal

Sir

Mr. A. J. Finn suggests (this Journal, Vol. 15, No. 1, p. 12) an
extension to FORTRAN which would permit generalised iteration
parameters in a DO statement.

Unfortunately, his example includes an arithmetic expression; if he
really intends to permit them, his proposed syntax is ambiguous.
The statement
DOnlI = /nl,n2/n3/n4, n5, n6/I + (integer variable or expression),

(Boolean variable or expression)/
was intended to imply the following values for the induction variable
1:

nl ton2 by 1

n3

n4 to nS by n6

I + (integer expression)

all WHILE (Boolean expression).
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Several other meanings are possible, such as

1. nl ton2/n3 by 1
n4 to n5 by né6 etc.
2. nlton2byl
n3/n4 to n5 by né6 etc.
3. nlton2/n3 by 1
n4 to (n6/I) + expression by n5 etc.

While I favour the notion of a Boolean expression as the fourth DO
parameter to define a WHILE condition, it would appear that the
present syntax of the DO statement is singularly ill-adapted to the
addition of iteration lists.
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Yours faithfully,
J. R. EHRMAN

Stanford Linear Accelerator Centre
Stanford University
P.O. Box 4349
Stanford
California 94305
USA
12 May 1972
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