Exclusive OR EOR YES
Load capability LC YES
Store capability SC NO
Call CALL NO
Return RET NO
Change process CHP YES
Load capability pointer LDP YES
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Book reviews

Iterative Methods for Nonlinear Optimisation Problems, by S. L. S.
Jacoby, J. S. Kowalik, and J. T. Pizzo, 1972; 274 pages.
(Prentice-Hall Inc., £7-00)
Algorithms for Minimization without Derivatives, by Richard P.
Brent, 1973; 195 pages. (Prentice Hall Inc., £6-:00)

Two recent books on optimisation are reviewed which have widely
differing characteristics. The first by Jacoby et al. purports to cover
the entire range of optimisation methods. Apart from introductory
material, there are chapters on linear searches, direct search methods,
descent techniques and methods for constrained problems, as well
as two chapters on transformations, one of which includes penalty
functions. Despite this wide coverage, topics like linear programming
and minimising sums of squares, surely the most-solved types of
problem, are only cursorily mentioned in an Appendix. Quadratic
programming, the coming tool in nonlinear programming, is
hardly mentioned. Many of the chapters include sections on avail-
able subroutines and packages. Whilst this is an excellent idea, I was
disappointed that I could not find any reference to the many valuable
routines in the Harwell Subroutine Library.

I did not like the style of the book very much. The theory given is
cursory, and although for instance Kuhn-Tucker necessary con-
ditions and Lagrangian functions are briefly described in the intro-
duction, they do not seem to carry over into the discussion on the
algorithms. My doubts are typified by the page which the authors feel
worthwhile in describing the method AESOP. This tries all of nine
methods: Sectioning, Adaptive creeping, Magnification, Steepest
descent, Quadratic search, Variable metric, Pattern search, Random
jumping, and Random direction stepping; in a way to be chosen by
the user. Hardly elegant! Many algorithms are described and many
more referenced, but there does not seem to be enough intuition
there to influence one’s selection. On the whole, it may be a useful
cook-book to have around, but I wouldn’t like to lecture from it.

The other book, by Brent, is restricted to problems in which deri-
vatives are not available. The introductory material includes a useful
five page summary and critique of the book, and there are sections
on the convergence of successive interpolation, and on algorithms
for (a) zeros and global minima of functions of one variable, and (b)
local minima of functions of many variables. The material is relevant
in the current state of the art,and I have only minor criticisms. One is
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that more than necessary is made of the fact that global minima of
functions of many variables can be obtained by recursive application
of such a procedure in one variable. The other is that I am not
convinced that the modifications to Powell’s method are the best.
Use of eigenvector directions is not independent of scale changes to
the variables, and the use of searches in random directions is hardly
appealing. Nonetheless all the algorithms are demonstrated to be
competitive by numerical examples.

The theoretical details of the algorithms are detailed, although not
overpoweringly so, and the book is an excellent blend of practical
algorithms, numerical evidence, relevant theory and informed
comment. Detailed programs are also given, some in both ALGOL
60 and FORTRAN, and one in ALGOL W which could easily be
translated into ALGOL 60. All or parts of the book would form an
excellent basis for a course to final year or postgraduate students.

R. FLETCHER (Harwell)

Mathematical Models for the Growth of Human Populations, by J. H.
Pollard, June 1973; 186 pages. (Cambridge University Press
£5-80)

This is an account of the theory of the demographic analysis of

populations. In a real population, the numbers in the various age

groups in the two sexes will tend to be decreased by deaths and
emigration, and increased by births and immigration. All these
processes will be subject to random fluctuations, which will be
appreciable when the population size is small; and also to somewhat
irregular variation with time. This book deals with various mathe-
matical models of population which have been proposed. Relatively
little is said about practical methods for dealing with actual data.
To be mathematically tractable, all models have to be simplified in
some way; e.g. in the first few chapters, one sex only is considered

(usually female) and random fluctuations are ignored, and birth and

deathrates are supposed constant in time. Later on, stochastic models

and two-sex models are introduced. The Galton-Watson problem of

the ‘extinction of surnames’ and hierarchical populations (e.g.

promotion in business or university) are also discussed.

A knowledge of elementary matrices, probability theory and
differential equations is assumed, but more advanced points are
explained as they occur. C. A. B. SmitH (London)
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