Since the loop is executed M times, the saving becomes even
more significant.

6. Conclusions

An algorithm for variable delay in an arithmetic expression has
been presented, and its use in a scheme for recognising parallel
processable code in computer programs has been described.
The implications of the variable delay method and its apparent
value of discovering hidden parallelism have been illustrated
through analysis of an example program.
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Book reviews

Computational Methods in Ordinary Differential Equations, by J. D.
Lambert, 1972; 278 pages. (John Wiley and Sons Ltd., £5-50)

The title is slightly misleading, as the book is almost entirely con-
cerned with initial-value problems; there are just five pages at the end
concerned with the boundary-value case. Dr. Lambert takes a middle
road between the rocky highlands of abstract numerical analysis
and the muddy ground of routine computation, where the algorithms
grow. As he states in his preface, few theorems are stated and even
fewer are proved, but there is a great deal of careful analysis, and
references are given where necessary.

A large part of the book is concerned with a careful discussion of
linear multi-step methods, both from the theoretical and the prac-
tical standpoint. This section contains an admirably thorough treat-
ment of the various types of instability which may arise. There
follows a chapter dealing with Runge-Kutta methods, leading on to
discussions of hybrid formulae and extrapolation methods. The
whole of this part of the book deals only with the solution of a
single first-order differential equation.

Chapter 8 then extends the methods to deal with systems of simul-
taneous equations, and in particular to stiff systems. This chapter
gives the impression of being rather hurried, especially by compari-
son with the detailed arguments of the earlier part. Here the author
does not seem to n:e to give sufficient weight to the practical problems
which arise. In practice a single equation does not appear very often.
Systems of two or three equations are more usual, and twenty or
more are all too common. The very practical problem of imple-
menting an implicit method for such a system is dismissed rather
briefly in this chapter. The discussion of stiff systems is also rather
brief, but this is a field which is still being vigorously tilled, and Dr.
Lambert mentions a number of recent advances.

The publication of this book follows closely on the appearance of
C. W. Gear’s Numerical Initial Value Problems in Ordinary Differen-
tial Equations.* The two books cover so closely the same ground that
a review will involve a comparison, which is worth making explicit.
Both bring the reader up to date with recent work; both have good
bibliographies, and it is interesting that each of them has a substantial
number of references which do not appear in the other. Gear gives
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a much more formal treatment, in the form of lemmas, theorems andg\
proofs, where Lambert gives a discussion with references. At the
other end of the spectrum, Gear gives some complete FORTRANS
programs, and thus tries to cater for the practical user of algorithms>
as well as the pure numerical analyst. Lambert, however, keeps tq%
the middle road, and seems to me much more successful in providing
the practical man with the explanation and information which hex
needs. In particular, Lambert gives more than just a survey of thes
vast collection of methods, with their derivation. When he believes®
that Method A is better than Method B, he is quite ready to say so
D. F. MAYERs (Oxford
*Reviewed in this Journal (Volume 15, number 2, May 1972, pages
155). g

1senb A

Computer Science: Projects and Study Problems, by Alexandra Ig

Forsythe, Elliott I. Organick, and Robert P. Plummer, 1973;3

292 pages. (John Wiley and Sons Ltd., £2-85) >

©

This book is a companion to the main texts and language suppleg

ments of a series that has developed over the last few years. This®

latest offering contains the specification of thirteen programming

projects with hints and background discussion. These are of varying

complexity and between them offer a thorough grounding in the

practice of the programming art. In addition there are a large number

of smaller exercises with examples and discussion on more detailed
topics.

The major flaw in this otherwise valuable collection is the continual
cross-referencing to the main texts—this being most pronounced in
the study problems which are linked by chapter and section. This
makes it less useful to those who are not hooked on the series, which
is a pity. Rather worse, it gives those who are hooked one more
excuse for not looking at the world outside. Most parents will be
familiar with the problems of weaning their children away from the
Famous Five, and I greatly fear that Alexandra I. Forsythe (who
seems the most plausible candidate) is set to become the Enid
Blyton of the programming schools.

C. M. REeEeVEs (Leeds)
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