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Book reviews

Software Metrics, by Tom Gilb, 1977; 282 pages. (Prentice-Hall,
£11-50)

dny wouy pspeojumdg

bugged’. On p. 60, for instance, the ‘Hawthorne effect’ is mentioned?”
twice, but the term is only explained on its second occurrence, not§
the first. P. 60 also refers to ‘lines of source code of PLS (abbreviated‘a’
as LOC in the figure)’. What is PLS? (The meaning of APL isB
given on p. 86, but that of PLS is nowhere explained.) And who mO
his right mind would use LOC as an abbreviation for PLS? Afterg
no small amount of research, it dawned that PLS is a languageo
and LOC is short for ‘lines of code’. 3

These are typical of the obstacles with which the reader mustS
contend in order to dig out the nuggets. Perhaps what is needed=3.
is for someone else to take the information and to write it up in a=
well-structured, easy-to-understand manner. Surely it would bez=
fitting to apply to Gilb’s own work one of his own concepts—a

This is a curate’s egg of a book if ever there was one. Those who
read Tom Gilb’s articles in the computer press in late 1975 will
already be familiar with some of the ideas to be found in this book,
such as ‘bebugging’ (the deliberate seeding of errors in a program)
and ‘dual coding’ (two versions of a program written completely
independently).

Gilb’s aim is the cost-effective design, construction and maintenance
of software. He seeks to apply certain ‘metrics’ in order to monitor
the quality of software. ‘Bebugging’, for instance, may be used to
discover the total number of bugs in a program. You sow the pro-

olue/|u

gram with a fixed number of bugs and set someone to find bugs. that of dual coding. N
From among the bugs discovered you then find out how many were CoLIN DAY (London)=
deliberately implanted. This gives you some idea of the number of %
bugs actually present before you started. It is, in fact, similar to the N
method of finding the total number of fish in a lake by introducing Digital Signal Processing in FORTRAN, by F. Taylor and<

a certain number of tagged fish, and then going fishing. S. L. Smith, 1976; 402 pages. (Lexington Books, £13-25)

Such a simplistic view of things does not, of course, take into
account the fact that bugs (unlike fish) may be astonishingly different
from one another in form. Two cards in the wrong order may be
responsible for one bug, but another may be due to a mismatch
in the interface between modules, and a third may only show up
as an inadequate fix-up after a rare combination of invalid data.
If you think that the author concerns himself with such awkward
complications, you are wrong. He wants a metric, and therefore

to him a bug is a bug is a bug.

anb Aq 91

My first reaction to the title of this book was negative. Here wasc
another title in the already overburdened market for books aboutw
FORTRAN and its applications. However, a closer study of theg
text showed that this was a much more interesting book than usual. —

It describes a comprehensive package, written by the authors>
(in FORTRAN) providing digital filtering algorithms within an<
easy to use, user-oriented, software system called SPECTRUM 1V.»
Full details are given of the structure and use of the package,Y

In fact, sometimes even bigger corners are cut in the search for
something which he can call a ‘metric’. In Fig. 32 (p. 69) the metric
corresponding to ‘EFFECTIVENESS’ is ‘Transactions per cost-
unit’ (which is very reasonable), but the metric corresponding to
‘ROBUSTNESS’ is ‘garbage in does not lead to G. out’ which is
hardly something one can measure (not to speak of the inadequacies
in punctuation).

There are without doubt nuggets of wisdom hidden in this book,
but the form of the book and its style tend to keep them hidden.
Perhaps it is hardly surprising that one who disdains structured
programming should produce a book with so little structure.
The chapters are not numbered, and no page has a running heading,
so one has to resort to a minute comparison of type sizes to
determine when a new chapter is indeed starting. One half of the
book (Part II) reads like a collection of notes and jottings. Many
diagrams appear to be untouched reproductions of foils for an
overhead projector.

As far as the style is concerned, the text seems to have been ‘be-
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and each section is accompanied by a thorough treatment of the
mathematical and information-theoretic background of the algo-
rithms in question.

The software components include features for spectral analysis
(fast Fourier transform, autocorrelation and power spectral density),
bivariate spectral transforms, and various digital filters. These
sections are clearly presented with examples of the use of the
programs, and the graphical output produced.

On the whole, however, 1 feel the book falls between two stools
It contains too much background to be a simple manual of
SPECTRUM 1V, -but the reader seeking to understand digital
filtering techniques is confused by the descriptions of card-decks
required for its use.

The package was written initially for the CDC 3100, but was
subsequently transferred to an IBM 360. The authors generously
offer copies for general use at nominal cost, and an application
form is included in the back of the book.

S. J. GoLpsack (London)






