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The number of records in a file system is often recognised as a key determinant of efficiency. For example, the
performance of sequential processing is O(N(t)) and that of tree search is O(log N(1)), where N(t) is the number of
records in the file at time t. In this paper, the growth behaviour of files is studied in terms of quite general record
insertion and deletion characteristics, and the performance evolution of some of the common systems is analysed. The
growth data of an actual system are compared with the model results and reasonable agreement is observed.

1. INTRODUCTION

The efficiency of a file system is often related to its size.
As the size of a file grows, its efficiency deteriorates, since
the amount of time required to locate an item in a larger
file tends to be longer. As one of the chief requirements
of file systems is to enable record insertion and deletion
to be carried out in a simple and routine manner, the
variation in file efficiency over time is therefore to be
expected and such variation is especially pronounced for
volatile systems. For many of the common access
techniques, their performance is directly related to the
number of records present. For example, in sequential
processing, the average number of accesses incurred in
locating a given record varies approximately’ as N/2,
where N is the number of records in the file. In the case
of random processing, the average access distance
separating two randomly located records varies approxi-
mately* as N/3. In these cases, each record is responsible
for a certain amount of contribution to the overall
performance penalty — e.g. in sequential processing, this
is one-half of an access. Thus the record insertion and
deletion mechanism, which governs the file size, has a
direct bearing on time-dependent file behaviour. Now
insertions and deletions are random events occurring in
time and often follow definite statistical patterns. They
are dependent on factors such as the nature of the file
system, its usage pattern, and the business activities to
which the file relates. For instance, in order processing
applications, the insertion and deletion of order records —
which is related to order placement and delivery — depend
on the seasonality of the products, the buoyancy of the
market, the availability of stock, and the speed with which
the orders are processed. These underlying mechanisms
will consequently shape the overall statistical structure to
which the insertion and deletion processes conform. The
growth pattern of a file system is therefore not unlike that
of a software system? in that it is related to the behaviour
of the underlying application the characteristics of which
are governed by the wider laws of, for example, business
and economic systems.

Growth and deterioration of file systems have been
previously considered in Refs. 1, 3-5, 8-11, 13, 15 and
17-19. In Refs. 15, 17 and 19 abstract deterioration
patterns are adopted as basic assumptions without
explicit reference to the underlying record insertion and
deletion patterns for the purpose of formulating suitable
reorganisation procedures. In Refs. 1, 3, 4, 8-11, 13 and
18 the impact of record insertions and deletions on
performance deterioration is explicitly taken into

account, and in these studies the number of records
present in the system is generally recognised to be a key o
determinant of efficiency. They are focused either on the
analysis of particular file structures!-3.4.8.10.13.18 or the
determination of optimal reorganisation strategy,! % 1!
and the patterns of record insertion and deletion are
invoked solely for the purpose of supporting an overall §
evaluation. The characteristics of record insertions and 3
deletions do not form the focus of these studies and they @ 2
take on only a supporting role there; accordingly m
assumptions concerning them, although not always 2 5
unreasonable, are sometimes restrictive and are mostly 3 3
adopted for tractablhty or convenience. In Refs. 1 and 3 &
insertions are given in terms of the actual number of §
records, and the statistical pattern of insertion over time 3
is not considered. In Refs. 13 and 18, the insertion pattern =
over time is assumed to follow a homogeneous Poisson g
process and the deletion process for individual records is =
likewise taken to be Poisson with the same rate. Ref. 8 =
adopts a slightly more general deletion pattern by &
allowing the deletion rate to be different from the in-
sertion rate, both of which remain to be homogeneous N
Poisson processes. Ref. 4 relaxes the Poisson deletion \'
assumption by allowing the lifetime of individual records & w
to be generally distributed but retaining the homogeneous & S
Poisson insertion assumptlon In Refs 9 and 11, the ®
insertion of records is assumed to follow a renewal<
process in which the inter-insertion interval of records 1sLg
assumed to be independent, identically distributed; the 2
statistical distribution of record lifetime is not consndered 3
and deletion is only permitted at file reorganisation. In 3
Ref. 10, the insertion process is taken to be ag
non-homogeneous Poisson process, but again the ;'
deletion mechanism is not considered. A partlcularlym
noteworthy study which specifically aims to model the
time-dependent performance of files is Ref. 5, where
stochastic diffusion models are employed to approximate
growth behaviour. However, the dynamic pattern of
record insertion and deletion over time there is not
explicity represented and the study primarily focuses on
file degradation after a given number of transactions have
been entered.

The need for studying the impact of dynamic record
insertions and deletions on file evolution has been pointed
outin Ref. 1, but as yet there is no systematic study which
specifically analyses the growth behaviour of general file
systems over time. It is the aim of the present paper to
provide such a study. The model presented here is quite
general and includes all the above characteristics as
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special cases. In addition, the present study allows us to
provide meaningful justification of some of the abstract
deterioration patterns used in Refs. 15, 17 and 19. The
detailed model is developed in the next section, and in
Section 3, a comparison is made between the growth
pattern of a real-life system and that obtained from the
model.

2. MODEL FORMULATION

We suppose that the time period of interest commences
at time ¢ = 0 and we shall mainly focus on development
in the time interval (0, ¢). For b > a > 0, we denote by
N(a, b) the random number of records inserted in the time
interval (a, b). Since for most storage devices and file
systems multiple simultaneous insertions are not per-
mitted, we suppose that Pr [N(z,t+¢) > 1] = o(¢). We let
N(t) denote the number of insertions in (0, ¢), and the
binary variable dN(¢) denote the number of insertions in
the interval (¢, t+df). The rate of insertion at time ¢ is
denoted by

A(t) = E[dN(1)]/dt, 2.1

and the measure of insertion clustering is specified by the
joint average

ﬂ(tlv tz) dtl dt2 = E[dN(tl)dN(t2)], 4L # L.

For most practical systems, there are usually ‘ rush hours’
and ‘slack periods’ alternating one another, so that A(¢)
is often a periodic function. The insertion process N(¢)
here is quite general: it need not be Poisson, stationary or
uncorrelated. During its lifetime in a file, a record
generally experiences different phases of activity. For
example, in certain applications a newly created record
would typically experience an appreciable level of activity
at the initial stage and then its activity would diminish
before its eventual deletion from the file. In general, we
suppose that the effect on file behaviour at time ¢
produced by a record inserted at time 7 is represented by
a non-negative random effect 4(z — 7) independent of the
process N(t). Since a record can only exert influence on
a file after its insertion, A(¢) is assumed to be zero for
t < 0; its correlation property is specified by

R(1,, t,) = E[h(1;) h(2,))-

The curve in Fig. 1 may be regarded as an example of a
realisation of such an effect. The record is inserted at = 0
and is removed from the file at z = ¢,. The cumulative
effect of these contributions due to insertions in the time
interval (0, ) on the file is denoted by a random quantity
f(9), which either measures the performance index of

h(t)

Figure 1.

interest or from which the performance indices of interest
can be derived, i.e.

t
() = L h(t—1) dN(7).

For example, if f(f) measures the number of records in
the system (which corresponds to 4(z) = 1 for ¢ > 0), then
the performance?? of sequential and random processing
is O(f (1)), and that of tree search is O(log f(?)).

We note that record deletion characteristics are already
built into the function 4. (Sometimes, in order to take into
account the initial condition of the file system at 1 =0,
a further function f(t), which is related to the file
condition immediately after initial loading but before the
operation of the process N(¢), would need to be added to
f() to represent the overall behaviour; however, in most
of our discussions we shall omit f () for convenience.)
From the additivity of expectations, it follows that

t
ﬂﬂm=£ﬂm—nﬂwn=ﬁﬂw—mEmmm

= Jt A(x) E[h(t—x)] dx = A()*E[h(D)],  (2.2)

where * signifies convolution.!® For ease of reference
E[f(¢)] will be called the deterioration curve, and E[h(?)],
the activity curve. For example, in the case of a file
without deletions,} if we take

1/K 130
sl = {2,

then for K = 1, E[f(r)] gives the number of records in the
file; for K =2, E[f(t)] represents the performance of
sequential processing; and for K = 3, E[f(¢)] presents the
performance of random processing. From (2.1) and (2.2)
we have

t 1 t
BY0) = ¢ | 09 = || Etano
ie.
E[f(n] = E[N())/K.
In the special case where A(f) = 4, (constant), we have
E[f(0)] = A,t/K. (2.3)

It is worth pointing out that this special curve in fact
corresponds to the deterioration models used in Refs. 15
and 17. More generally, if the insertion process is a cosine
wave with period T, i.e.
M) = Ayt A coswt, Ay = 4, 2.4)
where w = 2n/T, then we have
E[f(1)] = Aot/ K+ 4, sinwt/(wK).

The effect of deletion may be represented by the random
function 4 shown in Fig. 2, where ¢, is a random variable
signifying the lifetime of the record in question. This
random function can be represented by

h(®) = [U@®O)—-U(—-1)]/K, (2.5
where | 0
t>
v = {0 1<0

1 Although files without deletions may seem artificial, this is
implemented in some IBM access methods (e.g. ISAM®) in which no
physical deletion of record is allowed.
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h(t)

1/K

Figure 2.

and ¢, is distributed according to an arbitrary density g(z).
By the law of total expectation, the activity curve is given
by, for t > 0,

Ef()] =
Aot
kU2 H-1)
rsa
;(z Kl Ey” [v (1 +w?a?) cos (wt — @) — cos (wt — wa)],

> a.

Figs 3 and 4 respectively show E[f(¢)] for this model and
one in which there are no deletions. The parameters are
K=1, =4, =100 (insertions per day) so that the
average number of insertions ranges from 0 to 200 per
day; the insertion period 27/w is 20 days (i.e. @ = 0.17)
and the maximum record lifetime for Fig. 3 is 10 days.
Figs 3 and 4 show the development over a 70-day period.

EHO) = &1 —fw Ut —x) g(x) dx]

- x-[ ewan
= Gy/K,

where

60 = [ * o) ax

is the complementary distribution of ¢,. The deterioration

curve is therefore

E[f(0)] = A()*G(r)/K.

(2.6)

We see that there are a number of striking differences

between the two. In Flg 3 the deterioration curve, aftery
the initial transient rise, settles to an equxllbrlum and3
oscillates in a regular pattern. It obviously varies w1thca
time, but the pattern of change remains the same as timeg
goes on. Fig. 4, however, shows a steadily increasing=
pattern but the rate of growth is non-uniform. Unlike that3
in Fig. 3, the curve in Fig. 4 does not settle to anﬁ
equilibrium but grows arbitrarily large as time goes on. i

The curve log, E[f(¢)] for these models are shown in Fig.2 &

5. For the case with deletions, it behaves similarly to Fig.2 o

3 and oscillates at the same frequency except that the3
peaks are slightly flattened and the troughs sharpened. o

In the case of random deletion with rate u, g(¢) has an
exponential distribution, i.e.

g(t) = pexp(—ul)
so that G(f) = exp (— ut) giving

E[f(n] =K J: A(t—x)exp (— ux) dx.

If the insertion process is periodic with rate given by (2.4)
then the deterioration curve is

E[f ()] = = (1 —exp[— ut])+mcos

(wt —¢)—exp (—put)cos ¢}, 2.7

where ¢ = tan! (w/u). We note that the deterioration
curve contains a component which oscillates at the same
frequency as the insertion process. The phase difference
of ¢ indicates that there is a time lag before the effect of
peak insertion is fully felt, which can be as much as a
quarter of a cycle for rapid oscillations coupled with a low
deletion rate (since ¢ — n/2 as w/u — ). For constant
insertion rate (i.e. setting 4, = 0 in (2.7)), we obtain an
exponential deterioration curve. It is interesting to note
that a similar exponential deterioration curve was, in fact,
assumed in Ref. 10. Although random deletion is an
important special case, it is not always an appropriate
model. In a situation where no record in the file can have
age exceeding a given value « (e.g. they may have to be
transferred to an offline history file for archiving), then
a plausible lifetime distribution would be

I/ i<a
0 t>aqa

g() =

which results in the following deterioration curve (with
¢ = tan™! wa)

For the other case, it rises swiftly at first, but unlike Fig. 5
4 the increase becomes rather heavily damped, whichg
indicates relative insensitivity to fluctuation in growth
rate.

1000
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Figure 3. Deterioration curve E|f(f)] — with deletions.
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Figure 4. Deterioration curve EJ f(f)] — without deletions.
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Figure 5. Deterioration of log, E[f(7)]

More generally, if A(f) is an arbitrary non-negative
periodic function with period T, then it can be
represented by a Fourier series

o

At)= X c,exp(inwt)

n=—

with w = 2n/T and i = 4/ —1. Hence

0= £ e, f exp [inao(1— x)] E[h(x)] d

= X c,exp (inwt) r exp (—inwx) E[h(x)] dx.
n =—00 0

If we denote the ‘finite’ Fourier transform
t
f exp (—iwx) ETh(x)] dx
0

by A(w)exp[ig(w)], then from the properties of the
Fourier representation,'® we have

E[f(9)] = c,4(0)+2 § Re{c, A(nw) exp (ilnwt+ ¢

(nw)))},

where Re signifies the real part of a quantity.
For example, in the case of random deletion, we have

1
A®) = ——— [(u— _ B
() K@+ ab [(u—pexp (—ut) cos wt+wexp (— put)
sin w?)? + (w cos w# + p sin wt — w)*JE,
and

() = tan—l[ W Cos wt+ysin wt —w ]

Thus far, we have been concerned only with the mean
value function E[f(f)]. Of course, the autocovariance
function C(,, t,) = Cov [f(t,), f(2,)], which measures the
association between the values of f(¢) at different times,
isalso of considerable interest. Since the random function
h(f) associated with different records is assumed
independent, we have for ¢, < t,

t? tl
B (1)/(t)] = f f ETh(t,— )] ETh(ty— )] B, y) dxdy

12
+J R(t,—x, t,—x) A(x) dx,
0

where the first term is related to the contributions from
different records and the second term is related to the
effect produced by the same record at different times. In
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the important special case where insertions follow a
non-homogeneous Poisson process, then B(x,y) =
A(x)A(y) and so
tl

C(ty, 1) = ELf (1) f (1)) — ELf (0] ELf (1,)] = L R(t,—x,

t,—x) A(x) dx. (2.8)
If h(2) is given by (2.5), then for x < y
R(x, y) = Elh(x) h(y)] = K*Pr[h(x) = h(y) = K]

= K™2Pr{h(y) = K] = K2 Pr|[record
lifetime > y]

= K2G(y),

which gives
C(t,, t,) = K- f " Gty —x) ) dix,
and the variance is '
Var[f(0)] = C(¢, ) = K2 J: G(t—x) A(x) dx.
If 2 = A,, then for random deletion these give
Clt, 1) = - fexpl—lty— )]~ exp (~ ),

Varlf(1)] = /j;z (1—exp[— ).

2.9

If h(f) = Ay(r) where A is an independent random
variable and (), a fixed function — this corresponds to
a situation where the records all have similar activity
patterns but with different amplitude A4 — then

R(x, y) = y(x) w(y) E(4?)
and so

Clty, 1) = E(A) f w(ty—x) (1, —x) A(x) dx

and
Var[f(1)] = E(A2) w*(1)*A(2). (2.10)

We note that in (2.9), (2.10) and more generally in (2.8)
Var[f(#)] increases with time, which indicates that the
reliability of the mean function E[f(f)] diminishes as the
time horizon increases.

3. EMPIRICAL ASSESSMENT

In this section we shall assess the reasonableness of our
model using the growth data of an actual system. Fig. 6
shows the growth data of the Reading University library
system over a ten-year period from 1971/72 to 1980/81.
The data are related to the number of printed volumes
in the library and, since their withdrawal is very rare, the
behaviour of the system can be approximated by means
of a ‘pure’ growth mechanism without deletions. On
taking 4, to be 20000/year and adding the constant
Jo = 390000 (to account for the initial system condition)
to equation (2.3), we obtain the dotted line in Fig. 6. We
observe that, although some discrepancy is evident, the
overall agreement is quite good.

These empirical data represent growth on a relatively
long-term (yearly) basis which probably mask most of the
short-term fluctuations; in a university environment it is
likely that some degree of seasonal variation exists, so
that the growth pattern of Fig. 4 may possibly provide
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Figure 6. Growth of an actual system.

a better representation of the system’s evolution, but no
monthly or quarterly data on the system are available to
test this. Admittedly, the library file system is not very
typical of most file systems in that there is very little
deletion, and it is relatively non-volatile. Comparison
between some of the more variable growth patterns of
the previous section with shorter-term growth data
collected on actual systems, especially volatile ones, will
undoubtedly be valuable.

4. SUMMARY AND CONCLUSION

The growth and deterioration of file systems are analysed
using a general record insertion model which incorporates
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