the empirical results obtained, namely an
O(N4) average-case bound for Shellsort using
any almost geometric increment sequence for
which consecutive increments are relatively
prime. Any technique used in this proof would
probably also work for Sedgewick’s increment
sequence. Indeed, we conjecture that for O(log
N) increment sequences, a ®@(N*) worst-case
running time translates into a @(N**1/2)
average-case running time. This result has
been proven for poor increment sequences,
where consecutive increments are divisible (k
= 2), and seems to apply for the increments in
Sections 3 (k = 2) and 4(k = 3). If this were the
case, then combined with the likely (though
unproven) lower bound on Q(N1*¢/Vv 16¥) for
the worst-case running time of Shellsort!®
(with O(log N) increments), we would get an
Q(N1*e/v1eNy Jower bound for the average-
case running time of Shellsort.

Another important question concerns the fits
themselves. Although they are very accurate
in general, for values of N near an increment,
the fits are all consistently underestimates, and
for values of N halfway between increments,
our fits are all consistently overestimates.
Indeed, the error in the fit seems to be a fairly
smooth curve that oscillates from positive to
negative and depends on distance of N from
the nearest increment. We have thus far been
unable to determine the form of this error.

Finally, and probably most importantly,
our results suggest a direct link between the
theoretical bounds obtained in Refs 7 and 17
and suggest that some new increment sequence
might exist which would make Shellsort run
in, say, O(N§) expected time, and also give a
practical improvement. Such an improvement
in Shellsort could make it even faster than
quicksort.

SHORT NOTE
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Announcements

8-12 APRIL 1991

Fourth International Joint Conference on the
Theory and Practice of Software
Development, Brighton

TAPSOFT °’91-the Fourth International
Joint Conference on the Theory and Practice
of Software Development — will be held in
Brighton, UK, 8-12 April 1991.

TAPSOFT 91 will include colloquia on
‘Trees in Algebra and Programming (CAAP)’
and on ‘Combining Paradigms for Software
Development’, a number of keynote talks
from invited speakers and a programme of
tutorials on topics of interest to those attend-
ing the advanced seminars.

Colloquium on Trees in Algebra and
Programming (CAAP)

The following topics will be included:
o Logical, algebraic and combinatorial pro-
perties of discrete structures (strings, trees,

graphs, etc.) including the theory of formal
languages, considered in the broad sense as
that of sets of discrete structures, and the
theory of rewriting systems over these
objects.

@ Application of discrete structures in Com-
puter Science: syntax and semantics of
programming languages, operational sem-
antics, logic programming, algorithms and
data structures, structures, complexity of
algorithms and implementation aspects,
proof techniques for non-numerical algo-
rithms, formal specifications, visualisation
of trees and graphs, etc.

Colloquium on Combining Paradigms for
Software Development

A major feature of research in software
engineering over the past few years has been
the trend towards unification and synthesis,
combining theory and practice and merging
hitherto diverse approaches.

Examples include:

@ Types, objects and databases, using ideas
and techniques from type checking and
type inference as developed in program-
ming language semantics.

@ Abstract interpretation and other semantics-
based techniques for the compile-time
analysis of programs, combining theor-
etical work on semantics with practical
issues in language implementation.

® Specification of systems from multiple
points of view, perhaps combining different
formalisms, to provide a more effective
basis for software development.

©® Applying process analysis and description
techniques to study software development
itself as a formal object of enquiry.

For further information contact:

TAPSOFT 91 Secretariat, PPL Conference
Services, 2 Savoy Hill, London WC2R 0BP,
UK. Tel: 071-240-1871, ext. 222. Telex:
261176 IEELDN G. Fax: 071-497 3633.
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