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H. BUNKE AND A. SANFELIU (eds)

Syntactic and Structural Pattern Recognition
Theory and Applications

ISBN 9971-50-566-5; World Scientific Publish-
ing Co., Pte Ltd, Singapore. Hardcover £52.00
Softcover £32.00

The book is a collection of 18 chapters,
written by different authors, which together
form an overview of a wide range of methods
for syntactic and structural pattern recog-
nition. The first twelve chapters describe the
theory, and the last six chapters describe the
applications. The chapters are for the most
part well written, and they are coherent in
style and presentation. The level of the
presentation is advanced; it is suitable for
those already acquainted with the field, or
with a good background in computer science.

The aim of pattern recognition is to devise
efficient and reliable methods for recognising
an object from one or more images. Re-

cognition can be difficult for a number of
reasons. The images may be distorted by
noise, parts of the object may be concealed
from view, or the object may be intrinsically
difficult to describe. The method in structural
pattern recognition is to first find the images
of the parts out of which the object is
composed, and then to work out the way in
which the parts fit together to make the
complete object. The syntactic approach to
structural pattern recognition is based on an
analogy with the formal languages used in
computer science. The object is described by a
string of symbols. The individual symbols
correspond to parts of the object, and the
arrangement of symbols in the string is related
to the arrangement of parts to form the object.
Not all arrangements of symbols are ac-
ceptable as representations of the object. The
legitimate arrangements are generated by a
grammar, which is usually regular or context
free. The problem of recognising an object
becomes, at least in part, the problem of
deciding whether a particular string of symbols
can be gencrated by a given grammar. If the
structure of the object cannot be described
casily by a string of symbols then a tree,
graph, or array of symbols can be used instead.

There are a number of ways of claborating
the basic formal grammar approach to syn-
tactic pattern recognition. For example, the
grammars can be given attributes. Each
symbol occurring in the derivation of a string
has an attribute, which is usually a numerical
value. The attributes are calculated according
to a set of rules incorporated into the grammar.
There are also hybrid methods which combine
structural methods with statistical methods,
or with methods from artificial intelligence
such as formal logic, or semantic nets.

The introductory chapters give a good but
condensed description of the formal language
theory underlying the syntactic approach to
structural pattern recognition. Classes of

grammars for generating strings, trees, graphs
and arrays are described, together with parsing
algorithms for deciding whether a particular
structure is gencrated by a given grammar. It
is shown how to attach probabilities to the
production rules of a grammar in order to
create a stochastic grammar which generates
structures with particular probabilities. There
follow chapters on matching, grammatical
inference, hybrid pattern recognition methods,
and industrial applications.

Some of the gaps between the theory and
the practice of syntactic pattern recognition
are described in two excellent chapters, by L.
Miclet and H. S. Baird, respectively. Miclet
discusses the key problem of grammatical
inference. In applications of syntactic pattern
recognition it is necessary to infer a grammar.
Ideally this should be done automatically, but
the theory is not at the stage where a useful
grammar can be inferred in the majority of
applications.  Miclet  describes  typical
algorithms for inferring regular and context
free grammars from finite scts of strings,
which the grammar is required to generate.
The applications of grammatical inference
that have been investigated include the robotic
assembly of mechanical parts, the design of
interactive software, and a system for leamning
structured patterns. The most successful cur-
rent applications of grammatical inference are
in speech recognition. The chapter by Baird is
more anecdotal. He gives an example of a
successful application in which the grammar
employed is regular, rather than one of the
context free grammars, but in which a large
number, 1360, of productions is employed.
The grammar was obtained entirely ‘ by hand’.
Syntactic and structural pattern recognition
methods are currently employed most suc-
cessfully in optical character recognition.
Baird suggests that another successful area of
application will be robot vision.

Other noteworthy applications of gram-
matical methods described in detail in the
book are the recognition of Chinese characters,
the analysis of electrocardiograms, and the
automatic generation of descriptions of line
drawings.
S. MAYBANK

London

J. Dawses, M. PICKETT and A. WEARING (edi-
tors)

Selecting an Ada Compilation System
Cambridge University Press, 1991, £22.50
0-521-40498-3

After agreeing to review this book, I was
somewhat surprised to be quoted in the Preface
as being a contributor! Although I was
certainly involved in some initial discussion
about the book, I would be amazed if more
than a sentence or two has been contributed
by me, so I feel that I can reasonably review
the work.
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Implementations of the Ada language ar
unusual in at least two respects: many com-
peting compilers are available (even on main.
frames) and compilers often generate code for
other systems (especially bare micropro-
cessors). Hence it is not easy to choose an
compilation system, since many offerings y
well seem appropriate This book the
attempts to give user guidance so tha@an
informed choice can be made.

The book is divided into three parts E;h,:
first part gives the background to the issues
which are relevant to choosing a gystem.
second part gives a scries of questions wh
can be used to distinguish the productsnon
offer. The third (short) part gives a list of
potential sources of useful information. 8

It seems that as the POSIX standard
becomes better established, the portabilify.of
Ada systems will grow, and therefore;the
potential choices for systems to mount appli-
cations will increase. The OSF moves tow
a standard for programs at the binary
will even make it possible to provide @rgc
CASE systems on different platforms3in-
creasing the user choice significantly. Hence
books like this one could be a growth ar@a.

An issue at the Ada system level isothe
support given for tasking on machines wit%an
unconventional architecture. For instahce,
gwen a system running on a tightly co
series of Lransputcrs, there is a severe désign
problem in allocated Ada tasks to spegific
processors. Dynamic allocation is likely &be
too expensive, while static allocation runsthe
risk of bemg highly non-optimal and bgnoc
giving rise to large data-transfer ovcrhea“d& I
felt that the book did not treat this aream'd]
— which unfortunately reflects the current gate
of Ada compilers for such architectures!o

One feature of the Ada compiler market is
that virtually all Ada compilers are vali
This does not guarantee correctness, bat at
least it means one is broadly c:ompanngf)hke
with like. It also does not mean thatolhe

‘validated’ compiler you have purc ill
actually pass the ACVC tests, since there is
often a slight risk that a correction to the
compiler to repair a reported error has actually
introduced a further error. The question
section therefore asks: ‘Given an ervor, hov¥
long would it take before a compilation syste®
is released without it?' 1 would be worn
about too short a period, since it might indicat¢
that the ACVC tests had not been rui
Nevertheless, it scems to me that this questiod
is one that can be applied to software mort
generally.

1 can recommend the book to those wishin8
to understand the issues involved in choosing
an Ada compilation system. The book sho
improve the competitiveness of the markel
which should benefit all users.

BRIAN WICHMANY
Middlest*





