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In this paper, an introduction and survey over probabilistic information retrieval (IR) is given. First, the basic concepts
of this approach are described: the probability-ranking principle shows that optimum retrieval quality can be achieved
under certain assumptions; a conceptual model for IR along with the corresponding event space clarify the
interpretation of the probabilistic parameters involved. For the estimation of these parameters, three different learning
strategies are distinguished, namely query-related, document-related and description-related learning. As a
representative for each of these strategies, a specific model is described. A new approach regards IR as uncertain
inference ; here, imaging is used as a new technique for estimating the probabilistic parameters, and probabilistic
inference networks support more complex forms of inference. Finally, the more general problems of parameter
estimations, query expansion and the development of models for advanced document representations are discussed.
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1. INTRODUCTION

A major difference between information retrieval (IR)
systems and other kinds of information system is the
intrinsic uncertainty of IR. Whereas for database systems
an information need can always (at least for standard
applications) be mapped precisely on to a query
formulation, and there is a precise definition of which
elements of the database constitute the answer, the
situation is much more difficult in IR; here neither a
query formulation can be assumed to represent uniquely
an information need, nor is there a clear procedure that
decides whether a DB object is an answer or not.
(Boolean IR systems are not an exception to this
statement; they only shift all problems associated with
uncertainty to the user.) As the most successful approach
for coping with uncertainty in IR, probabilistic models
have been developed.

According to the definition of the desired set of answers
to a query in an IR system, two major approaches in
probabilistic IR can be distinguished. The classical
approach is based on the concept of relevance, that is, a
user assigns relevance judgements to documents w.r.t. his
query, and the task of the IR system is to yield an
approximation of the set of relevant documents. The new
approach formulated by van Rijsbergern overcomes this
subjective definition of an answer in an IR system by
generalising the proof-theoretic model of database
systems towards uncertain inference.

In this paper, an introduction into past and current
research in probabilistic IR is given. The major goal here
is to present important concepts of this field of research,
while no attempt is made to give a complete survey over
work in this area. In the following, the classical approach
in probabilistic IR is presented in Sections 2 and 3, while
Section 4 describes the new direction. In Section 5, some
general problems of both approaches are discussed. An
outlook to future research areas finishes the paper.

2. BASIC CONCEPTS OF RELEVANCE
MODELS

2.1 The binary independence retrieval model

In order to introduce some basic concepts of the classical
approach to probabilistic IR, we first present a fairly

simple model, the so-called binary independence retrieval
(BIR) model. This model will be introduced more
informally, whereas the precise assumptions underlying
this model will be developed throughout the following
sections.

In the BIR meodel, as in most other probabilistic IR
models, we seek to estimate the probability that a specific
document d,, will be judged relevant w.r.t. a specific
query g,. In order to estimate this probability (denoted
as P(R|q,.d,)) in the following, we regard the dis-
tribution of terms within the documents of the collection.
(In general, a term is any non-trivial word reduced to its
word stem, but see also Section 5.3 for other kinds of
term.) The basic assumption is that terms are distributed
differently within relevant and non-relevant documents.
This assumption, known as the ‘cluster hypothesis’, has
been verified experimentally already in Ref. 1. Let T =
{t),..., 1,} denote the set of terms in the collection. Then
we can represent the set of terms 4% occurring in
document d,, as a binary vector x = (x,, ..., x,) with x,
=1, if t,ed], and x, = 0 otherwise.

Now we distinguish only between documents con-
taining different sets of terms, so instead of estimating
P(R|q,,d,) for a specific document d,,, we actually
estimate the probability P(R|gq,,x), where different
documents containing the same set of terms will yield the
same estimate of probability of relevance. In addition,
the BIR model assumes a query g, to be just a set of
terms gf < T. In Section 4.2 we shall also discuss the case
of other forms of query.

In order to derive a formula for this probability, we
shall apply two kinds of transformation that are
frequently used for the derivation of probabilistic IR
models:

(1) application of Bayes’ theorem (in the form P(a|b)
= P(b|a) P(a)/ P(}));

(2) usage of odds instead of probabilities, where O(y)
= P(y)/P(3) = P(y)/[1 — P(p)].

This way, we can compute the odds of a document
represented by a binary vector x being relevant to a

query g, as

_ P(Rl4.x) _ P(Rlg) P(x|R.qp)
OR195) = B Rla. D) = PRia) PxIR.4)
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Now additional independence assumptions are needed
in order to arrive at a formula that is applicable for
retrieval of documents. As has been pointed out in a
recent paper by Cooper,? the assumption underlying the
BIR is in fact not a set of independence assumptions
(from which the name of the model is derived), but rather
the assumption of linked dependence of the form

P(x”E’qk) — " P(xt|13aqk)
P(x|R,q,) 1 P(x|R,q,)

ey

This assumption implies that the ratio between the
probabilities of x occurring in the relevant and the non-
relevant documents is equal to the product of the
corresponding ratios of the single terms. Of course, the
linked dependence assumption does not hold in reality.
However, it should be regarded as a first-order ap-
proximation. In Section 2.6, we shall discuss better
approximations.

With assumption (2) we can transform (1) into

"~ P(x| R, q,)
O(R|gq,,x) = O(R [T ===
(R g, x) = O( Iq")i-lP(xflR,qk)
The product of this equation can be split according to the
occurrence of terms in the current document:

P(x,=1|quk)

O(R| 4, %) = O(R|q,) T =2 de).

(Rl4x.x) = ORI4) 11 5 TR ¢,)
r Pex=01Rq.)
zi_OP()Ct=0|R,qk)

Now let p,, = P(x,=1|R,q,) and ¢, = P(x,=1|R,
q.)- In addition, we assume that p,, = g, for all terms not
occurring in the set g{ of query terms. This assumption
is also subject to change, as discussed in Section 5.2.
With these notations and simplifications, we arrive at the
formula

ORlgux)=ORlg) T 2o 1=Px

teal nal Gk eeal\aZ | — Gir

- 1—
m Pull —qu) Pue @)

teal ngl g1 = Pir) teal l—q,

= O(R|q,)

In the application of this formula, one is mostly
interested only in a ranking of the documents with
respect to a query, and not in the actual value of the
probability (or odds) of relevance. From this point of
view, since the second product of Equation (4) as well as
the value of O(R| g,) are constant for a specific query, we
only have to consider the value of the first product for a
ranking of the documents. If we take the logarithm of
this product, the retrieval status value (RSV) of document
d,, for query g, is computed by the sum

The documents are ranked according to descending
RSYVs.

In order to apply the BIR model, we have to estimate
the parameters p,, and ¢,, for the terms ¢,€¢; . This can be
done by means of relevance feedback. For that, let us
assume that the IR system has already retrieved some
documents for query g, (in Section 5.1, we show how the
parameters of the BIR model can be estimated without
relevance information). Now the user is asked to give
relevance judgements for these documents. From this
relevance feedback data, we can estimate the parameters
of the BIR model as follows. Let f denote the number of
documents presented to the user, of which r have been
Jjudged relevant. For a term ¢,, f; is the number among the
f documents in which ¢, occurs, and r, is the number of
relevant documents containing ;. Then we can use the
estimates p,, = r,/r and q,, = (f,—r)/(f—r). (Better est-
imation methods are discussed in Section 5.1.)

We illustrate this model by giving an example. Assume
a query g containing two terms, that is ¢” = {¢,, t,}. Table
1 gives the relevance judgements from 20 documents
together with the distribution of the terms within these
documents.

For the parameters of the BIR model, we get p, =
8/12=12/3, q, =3/8, p,=7/12 and ¢q, = 4/8. So we
get the query term weights ¢, =log10/3 ~ 1.20 and
¢, = log7/5 =~ 0.33. Based on these weights, documents
are ranked according to their corresponding binary
vector x in the order (1,1)—(1,0)—(0,1)—(0,0). Ob-
viously this ranking is correct for our example.

Table 2. Estimates for the probability of relevance for our
example.

P(R|q,x)

x BIR actual

(ILH 076 08
(1,00 069  0.67
0,1) 048 05

(0,00 04 0.33

In addition, we can also compute the estimates for the
probability of relevance according to Equation (3). With
O(R]q) = 12/8, we get the estimates shown in Table 2
for the different x vectors, where they are compared with
the actual values. Here the estimates computed by the
two methods are different. This difference is due to the
linked dependence assumption underlying the BIR
model.

We have described this model in detail because it
illustrates a number of concepts and problems in

S ¢, with ¢, = logp""(l -—q,,,)' probabilistic IR. In the following, we shall first describe
ted” ngl * t g1 —py) the major concepts.
Table 1. Example for the BIR model.
d, 1 2 3 4 5 6 7 8 9 10 11 13 14 15 16 17 18 19 20
X, 1 1 1 1 1 1 1 1 1 1 1 o 0o 0 o 0 o0 O O
X, 1 1 1 1 1 0 0 0 0 0 0 1 1 1 1L 1 0 0 0
H¢,d) R R R R R R R R R R R R R R R R R R R
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2.2 A conceptual model for IR

In our example, it may be argued that the approach
chosen in the BIR model for representing documents
may be rather crude, and that a more detailed rep-
resentation of documents may be desirable, especially
since documents in an IR system may be rather complex.
The relationship between documents and their represen-
tations (and similarly for queries) can be illustrated
best by regarding the conceptual IR model depicted in
figure 1.

aQ ﬂQ
Q —=>¢9 —>¢°
Rel. o p
R IR
Judg. %p Ao

Q——>-D—>DD

Figure 1. Conceptual model.

Here d,, and g, denote the original document and
query, respectively. In our terminology, a query is unique
(i.e. a specific information need of a specific user), so two
queries from different users (or issued from the same user
at different times) can never be identical. This concept of
a query has been introduced first in Ref. 3, where it was
termed a ‘use’. Between a document and a query, there
exists a relevance relationship as specified by the user.
Let & = {R, R} denote the set of possible relevance
judgements, then the relevance relationship can be
regarded as a mapping r: Q x D — Z. Since an IR system
can only have a limited understanding of documents and
queries, it is based on representations of these objects,
here denoted as d,, and g,. These representations are
derived from the original documents and queries by
application of the mappings «, and a,, respectively. In
the case of the BIR model the representation of a
document d,, is a set of terms, namely the set dj,. For
queries, the representation contains, in addition to the
set of query terms g7, a set of relevance judgements g;
={(d,,r(d,,q.))). So in our conceptual model the
représentation of an object comprises the data relating to
this object that is actually used in the model. Different IR
models may be based on quite different representations.
For example, in Boolean systems with free text search,
the document representation is a list of strings (words),
and the query representation is a Boolean expression,
where the operands may be either single words or
adjacency patterns (comprised of words and special
adjacency operators).

For the models regarded here, there is an additional
level of representation, which we call description. As can
be seen from the BIR model, the retrieval function does
not relate explicitly to the query representation, it uses
the query-term weights derived from the relevance
judgements instead. We call the arguments of the retrieval
function the description of documents and queries. In the
BIR model the document representation and the de-
scription are identical. The query description, however,
is a set of query terms with the associated query-term
weights, that is, g7 = {(1,, ¢,,)}-

Representations are mapped on to descriptions by
means of the functions g, and g, respectively. Based on

the descriptions, the retrieval function p(g2, d5) computes

the retrieval status value, which is a real number in
general. This conceptual model can be applied to
probabilistic IR models as well as to other models.
Especially when comparing the quality of different
models, it is important to consider the representations
used within these models. With respect to representations,
two directions in the development of probabilistic IR
models can be distinguished.

(1) Optimisation of retrieval quality for a fixed
representation. For example, there have been a numer of
attempts to overcome the limitations of the BIR model
by revising the linked dependence assumption and
considering certain other forms of term dependencies
(see Section 2.6). In these approaches, documents are still
represented as sets of terms.

(2) Development of models for more detailed
representations of queries and documents. Since the
document representation used within the BIR model is
rather poor, it is desirable to derive models that can
consider more detailed information about a term in a
document, e.g. its within-document frequency, or the
output of advanced text analysis methods (e.g. for
phrases in addition to words). We shall discuss this issue
in Section 5.3.

2.3 Parameter learning in IR

We can make another observation with the BIR model:
this model makes very poor use of the relevance feedback
information given by the user, since this information is
only considered in the ranking process for the current
query. For a new query, none of this data can be used at
all. If we regard probabilistic IR models as (parameter)
learning methods, then three different approaches as
shown in Fig. 2 can be distinguished. The three axes
indicate to what kinds of objects probabilistic
parameters may relate: documents, queries and terms
(that is, elements of the representation). In each of the
three approaches, we can distinguish a learning phase
and an application phase. In the learning phase, we have
relevance feedback data for a certain subset @, x D, x T
of @ xDxT (where T denotes the set of térms in the
collection) from which we can derive probabilistic
parameters. These parameters can be used in the
application phase for the improvement of the descriptions
of documents and queries.

In query-related learning, relevance feedback data is
used for weighting of search terms (e.g. in the BIR
model) with respect to a single query (representation) g,.
Here we have relevance information from a set of
documents D,, and we can estimate parameters for the
set of terms 7, occurring in these documents. In the
application phase, we are restricted to the same query g,
and the set of terms 7, but we can apply our model to
all documents in D.

Document-related learning is orthogonal to the query-
related strategy: probabilistic indexing models (see
Section 3.1) collect relevance feedback data for a specific
document d,, from a set of queries Q,, with the set of
terms 7, occurring in these queries. The parameters
derived from this data can be used for the same document
and the same set of terms 7, (occurring in queries) only,
but for all queries submitted to the system. The major
problem with this approach, however, is the fact that
there are not enough relevance judgements for a single
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Figure 2. Learning approaches in IR.

document in real databases, so it is almost impossible to
estimate the parameters of this approach.

The major drawback of these two approaches is their
limited application range, since the application phase is
either restricted to a single query or to a single document
(as in the case of the BII model). In order to overcome
these deficiencies, we musi introduce abstractions from
specific documents, queries and terms. This description-
related strategy has been implemented first within the
Darmstadt Indexing Approach® by introducing the
concept of relevance descriptions. Like pattern rec-
ognition methods, a relevance description contains values
of features of the objects under consideration (queries,
documents and terms). In the learning phase, parameters
relating to these features are derived from the learning
sample Q, x D, x T,. For the application phase, there are
no restrictions concerning the subset Q,x D, x T, of
objects to which these parameters can be applied: new
queries as well as new documents and new terms can be
considered. This strategy is a kind of long-term learning
method, since feedback data can be collected from all
queries submitted to the IR system, thus increasing the
size of the learning sample over time; as a consequence,
the probability estimates can be improved. Since this
approach is based on descriptions of IR objects instead
of the objects itself, we call it description-oriented, in
contrast to the model-oriented approaches described
before (see also Section 2.6).

2.4 Event space

In the presentation of the BIR model, we have not
specified the event space to which the probabilities relate.
Now we shall define this event space, which is also
underlying most probabilistic models.

The event space is Q x D. A single element of this event
space is a query-document pair (d,,, ¢,), where we assume
that all these elements are equiprobable. Associated with
each element is a relevance judgement r(d,, q,)eZ%. We
assume that the relevance judgements for different
documents w.r.t. the same query are independent of each
other. This is a rather strong assumption. Variations of
this assumption are discussed in Refs 5 and 6, but most

of these variations lead to models that can hardly be
applied in practice. The event space can be illustrated as
a matrix as shown in Fig. 3, where a query corresponds
to a single row and a document to a column. The
relevance judgements can be assumed as the values of the
elements of this matrix. Since a retrieval system deals
with representations of documents and queries, it treats
different queries or documents having identical
representations the same. This fact is illustrated here by
mapping adjacent rows to a single query representation
g, and adjacent columns to a single document rep-
resentation 4,,. With this model, the interpretation of the
probability of relevance P(R|gq,,d,,) is obvious: the pair
(4,,d,) corresponds to the set of elements having the
same representation (shown as a submatrix here). So
P(R|q,,d,) is the proportion of elements in this set that
have been judged relevant. One might argue that this
explanation is oversimplified, since in real collections
there are hardly ever two objects that share the same
representation. But we regard collections as samples of

D

- e m. .- .- —— ]

=)

9 | 9x

Figure 3. Event space of relevance models.
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possibly infinite sets of documents and queries, where
there might be several (up to infinity) objects with the
same representation. Especially with regard to the poor
representation of retrieval objects that is actually in use
(in comparison to the human understanding of
documents and queries), it is obvious that a single
representation may stand for a number of different
objects.

2.5 The Probability Ranking Principle

The Probability Ranking Principle (PRP) represents the
theoretical justification of probabilistic IR models. It
shows how optimum retrieval quality can be achieved.
Optimum retrieval is defined w.r.t. representations. In
contrast, perfect retrieval relates to the objects itself,
saying that all relevant documents should be ranked
ahead of any nonrelevant one. But as an IR system is
based on representations, perfect retrieval is not a
suitable goal. Optimum retrieval has only been defined
precisely for probabilistic IR, where the optimality can
be proved theoretically. The ‘Probability Ranking
Principle’ described in Ref. 5 says that optimum retrieval
is achieved when documents are ranked according to
decreasing values of the probability of relevance (with
respect to the current query). The decision-theoretic
justification of the PRP is as follows (in Ref. 5,
justifications w.r.t. retrieval measures are also given). Let
C denote the costs for the retrieval of a nonrelevant
document, and C the costs for the retrieval of a relevant
document. Now the decision-theoretic rule says that
document d,, should be retrieved next from the collection
if
CP(quka dm)+C(l _P(quka m)) < CP(_quk’ dj)

+C(1 - P(R| gy, d)))

for any other document d, in the collection (that has not -

been retrieved yet). In other terms: retrieve that document
for which the expected costs of retrieval are a minimum.
Because of C < C, the above condition is equivalent to

P(R|qy,d,) = P(R|q,, d).

So we have the rule that documents should be ranked
according to their decreasing probability of being
relevant. The PRP can be extended to cope with
multivalued (ordinal) relevance scales instead of binary
ones, as shown in Ref. 7. Assume that for n relevance
values with R, < R, < ... < R, the correponding costs
for the retrieval of a document with that retrieval
judgement are C,,C,, ..., C,. Then documents should be
ranked according to their expected costs

EC(qk’ dm) =2 CzP(Rzlqka dm)'
=1
In contrast to the binary case where only the probability
P(R|gq,.d,,) has to be estimated for a query document
pair, here n— 1 estimates P(R,|q,,d,,) are needed in order
to rank the documents w.r.t. a query. Furthermore, the
actual values of the cost factors C, are required in order
to produce a ranking, since they cannot be eliminated as
in the binary case. Using multivalued relevance scales
instead of binary ones seems to be more appropriate;
however, the only experimental results comparing binary
vs. multivalued relevance scales published so far did

not show any differences in terms of retrieval quality.® So
it might be feasible to offer a multivalued relevance scale
for the users of a probabilistic IR system, but this scale
can be mapped on to a binary one for the calculations
performed by the system.

With multivalued relevance scales, we can also draw a
connection to fuzzy retrieval approaches (see Ref. 9 for
a survey on this subject), where the relevance scale is
assumed to be continuous, that is, a relevance judgement
now is a real number re[0, 1]. In this case, the probability
distribution P(R,|q,,d,) from above is replaced by a
density function p(r|gq,, d,,) as well as the cost factors C,
by a cost function c(r). This way, fuzzy and probabilistic
retrieval can be combined. In contrast, pure fuzzy
retrieval approaches seem to be inappropriate from the
point of view of probabilistic IR, since the intrinsic
aspect of uncertainty in IR isignored in these approaches.

2.6 Model-oriented vs. description-oriented approaches

The formulation of the PRP acts as a goal for any
probabilistic IR model. In general, the optimum retrieval
quality as specified by the PRP cannot be achieved by a
real system. For example, in the BIR model, we would
have to know the exact probabilities P(R]g,,x) for ail
binary vectors x occurring in the document collection.
Except for rather trivial cases, these probabilities can
hardly be estimated directly, because the number of
different representations is too large in comparison to the
amount of feedback data available (so there would not
even be any observation for most representations). In
order to overcome this difficulty, additional simplifying
assumptions are needed. With regard to the nature of
these assumptions, two kinds of approaches have been
developed, as follows.

Model-oriented approaches (like the BIR model, for
example) are based on certain probabilistic independence
assumptions concerning the elements of the represent-
ations (e.g. single terms or pairs, triplets of terms). In
these approaches, first probability estimates relating to
the representation elements are computed. Then, by
applying the independence assumptions, the estimates
for the different representations can be derived.

Description-oriented approaches are similar to feature-
based pattern-recognition methods. Given the
representations of queries and documents, first a set of
features for query-document pairs is defined, and each
pair is mapped on to a feature vector x(g,,d,,). (A specific
feature vector could be for example the binary vector x
= x(d,,) as defined in the BIR model; however, since this
definition does not consider the query, the resulting
retrieval function would be query-specific.) With the help
of a learning sample containing query-document pairs
with their corresponding relevance judgements, a
probabilistic classification function e(x) that yields
estimates of the probability P(R|x(q,,d,)) is developed
(see Section 3.4).

Because of the problem of specifying the feature
vector, description-oriented approaches are more
heuristical in comparison to model-oriented ones. On the
other hand, the assumptions underlying the description-
oriented approach do not have to be made as explicit as
in the model-oriented case. The most important ad-
vantage of description-oriented approaches is their
adaptability to rather complex representations, where it
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is hard to find appropriate independence assumptions.
Especially with regard to advanced text analysis methods,
this feature seems to be rather important.

As a general property of both kinds of approaches, we
can see that the additional assumptions are only
approximations to reality. For example, we can hardly
expect that terms are distributed independently in
documents (as suggested by the BIR model). A similar
statement holds for the description-oriented approaches.
This fact makes the main difference between optimum
retrieval quality and the actual performance of a model.
The other reason is the problem of parameter estimation.
Without going into the details of parameter estimation
here (but see Section 5.1), we can describe the general
problem by using the example of the BIR model. The
direct estimation of the probabilities P(R|g,, x) vs. the
computation of this parameter by means of the BIR
model are two extreme possibilities where either the
probabilities cannot be estimated in a real application or
the independence assumptions seem to be too strong. It
is possible to develop variants of the BIR model where
only pairs or triplets of terms are assumed to be
independent of each other (see e.g. Refs 10 and 11 for
such models and 12, chapter 8 for a general survey on
probabilistic dependence models). With these models,
however, more parameters have to be estimated from less
observations for each parameter. For example, in the
tree dependence model developed by van Rijsbergen
which considers pairwise dependencies,’® the parameters
to be estimated for a dependent pair (z,, ;) are P(x, = 1,
x;=1|R), P(x,=1,x,=0|R) P(x,=0,x,=1|R) and
P(x,=0,x; =0]|R) (plus the corresponding estimates
for nonrelevant documents). In contrast, the BIR
model only requires the parameters P(x, = 1|R) and
P(x, =0|R) for the relevant documents, so the tree
dependence model splits the learning data required for
estimating these parameters according to the value of x,.
As a consequence, experimental evaluations showed that
the gain from improved independence assumptions does
not outweigh the loss from increased estimation errors.

3. SURVEY OVER RELEVANCE MODELS

In this section we shall first present two probabilistic
models that are representative of second and third
different learning strategies as described above. Then we
shall discuss models that aim to overcome the simple
representation of the BIR model.

3.1 The binary independence indexing model

The binary independence indexing (BII) model* is a
variant of the very first probabilistic IR model, namely
the indexing model of Maron and Kuhns.*®* Whereas the
BIR model regards a single query w.r.t. a number of
documents, the BII model observes one document in
relation to a number of queries submitted to the system.
In this model, the representation g, of a query g, is a set
of terms g7 = T. As a consequence, the BII mddel will
yield the same ranking for two different queries
formulated with the same set of terms. In the following
we shall also use a binary vector z, = (z,., . s Zk, ) instead
of gy, where z, = 1, if ¢, eqk, and z, = 0 otheriwise. The
document representatlon is not further specified in the

.assume a document

BII model, and below we shall show that this is a major
advantage of this model. In the following, we shall
assume that there exists a set 4% < T of terms which are
to be given weights w.r.t. the document. For brevity, we
shall call 47 “the set of terms occurring in the document’
in the following, although the model can also be applied
in situations where the elements of &7, are derived from
the document text with the help of a thesaurus (see e.g.
Ref. 16). The BII model now seeks for an estimate of the
probability P(R|gq,,d,) = P(R]|z,,d,,) that a document
with the representation d,, will be judged relevant w.r.t.
a query with the representation g, = g7. Applying Bayes’
theorem, we first get

P(z|R.d,)

P(R|z,d,) = P(R|d,) P 1d)

(%)

Here P(R|d,,) is the probability that document d,, will
be judged relevant to an arbitrary request. P(z, | R, d,,) is
the probability that 4, will be relevant to a query with
representation z,, and P(z,|d,,) is the probability that
such a query will be submitte to the system.

Assuming that the distribution of terms in all queries
to which a document with representation d, is in-
dependent :

P(z,|R,d,) = T1 P(z, | R,d,,)
f=1

and the additional simplifying assumption that the
relevance of a document with representation d,, with
respect to a query g, depends only on the terms from ¢7,
and not on other terms, we get the ranking formula

I, P(z,) P(R|z,, = 1,d,)

P(R|z, m)“T)iP(IH ) Tl ——P—(‘W
P(R|z, =0,d,)

L TRRIG,) ©

The value of the first fraction in this formula is a
constant ¢, for a given query q,, so there is no need to
estimate this parameter for a ranking of documents w.r.t.

P(Rlzk = 1,d,) = P(R|t,,d,) is the probabilistic
index term welght of 1, w.r.t. d,, the probability that
document d,, will be judged re]evant to an arbitary
query, given that it contains ¢, From our model, it
follows that d7 should contain at least those terms from
T for which P(R|t,d,) + P(R|d,). Assuming that
P(R|t,d,) = P(R|d,) for all 1,¢d,, the final BII
formula yields

P(R | tta dm)
P(R|q,.d,) =c,/P(Rld,)) Tl ——2"m"
( | qk ) Ck/ ( | )tleqz ﬂdz;l P(R l dm)

(7

However, in this form the BII model can hardly be
applied, because in general there will not be enough
relevance information available for estimating the
probabilities P(R|t,d,) for specific term-document
pairs. In order to overcome this difficulty, one can
to consist of independent
components (e.g. sentences or words) to which the
indexing weights relate, but experimental evaluations
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showed only moderate retrieval results for this ap-
proach.'?

3.2 A description-oriented indexing approach

As a more successful method, the application of the third
learning strategy as outlined above has been devised.
This learning strategy leads to a description-oriented
approach, where features of terms in documents are
regarded instead of the document—term pairs themselves.
The basic ideas of this approach have been developed
within the framework of the Darmstadt Indexing
Approach (DIA).*% 8 Within the DIA, the indexing task
is subdivided into a description step and a decision step.
In the description step, relevance descriptions for term—
document pairs (¢, d,) are formed, where a relevance
description x(t;,d,,) contains values of attributes of the
term ¢, the document d,, and their relationship. Since
this approach makes no additional assumptions about
the choice of the attributes and the structure of x, the
actual definition of relevance descriptions can be adapted
to the specific application context, namely the rep-
resentation of documents and the amount of learning
data available. For example, in the work described in
Ref. 14, the following elements were defined: x, = ¢f,,,,
the within-document frequency (wdf) of ¢, in d,,; x, = the
inverse of the maximum wdf of a term in d,,; x, = inverse
document frequency of ¢, in the collection; x, = log| dZ |
(numbers of terms in d,,); x, = 1, if ¢; occurs in the title
of d,, and 0 otherwise.

In the decision step, a probabilistic index term weight
based on this data is assigned. This means that we esti-
mate instead of P(R|1,,d,,) the probability P(R|x(¢,,d,,)).
In the former case, we would have to regard a single
document d,, with respect to all queries containing ¢, in
order to estimate P(R]t,,d,). Now we regard the set of
all query—document pairs in which the same relevance
description x occurs. The probabilistic index term weights
P(R|x(t,,d,)) are derived from a learning example L <
0 x D x # of query—document pairs for which we have
relevance judgements, so L = {(q,,d,,, '..,)}- By forming
relevance descriptions for the térms common to query
and document for every query—document pair in L, we
get a multi-set (bag) of relevance descriptions with
relevance judgements L* = [(x(t,d,,), ") | 8, €98 0 d5 A
(> dos in) € L]. From this set with multiple occurrences
of elements, the parameters P(R|x(f,,d,)) could be
estimated directly by computing the corresponding
relative frequencies. However, better estimates can be
achieved by applying probabilistic classification
procedures as developed in pattern recognition or
machine learning. Within the DIA, this classification
procedure yielding approximations of P(R|x(1,,d,)) is
termed an indexing function e(x(¢,,d,)). Several
probabilistic classification algorithms have been used for
this purpose (see e.g. Ref. 14). Here we want to describe
briefly the application of least-square polynomials
(LSP)'*''% as indexing functions, where we furthermore
restrict to the case of linear functions. So our indexing
function yields e(x) = a”x, where a is the coefficient
vector to be estimated.

Let y(q,.d,) = ¥.. denote a class variable for each
element of L with y,_ =1 if r,,=R and y,, =0
otherwise. Then the coefficient vector a is estimated such
that it minimises the squared error E((y —a"x)?), where

E(-) denotes the expectation. The coefficient vector a can
be computed by solving the linear equation system (see
Ref. 8)

E(xxT)a = E(xy). 8)

As an approximation for the expectations, the cor-
responding arithmetic means from the learning sample
are taken. The major advantage of this indexing approach
is its flexibility w.r.t. the representation of documents,
which becomes important when advanced text analysis
methods are used (e.g. noun phrases in addition to
words, see for example Ref. 8).

3.3 The 2-Poisson model

On the other hand, one might prefer to have a more
explicit model relating to the elements of the
representation. One such approach is the 2-Poisson
model. This model has been proposed first by Bookstein
and Swanson.?® Similar to the indexing model described
above, the Bookstein/Swanson model seeks for the
decision whether an index term should be assigned to a
document or not. So there are two classes of documents
with respect to a specific term. Now the number of
occurrences tf,,, of the term ¢, within the document d,, is
regarded, and it is assumed that the distribution of this
feature is different in the two document classes. As a
simple probabilistic model, Bookstein and Swanson
assumed a Poisson distribution in each of these classes.
For a specific document class K,, let 4, denote the
expectation of the wdf of ¢, Then the probability that a
document contains / occurrences of ¢, given that it

belongs to class K, is
i

A
Pitfm =1ld,eK) = l—"’e"‘i.

For a document chosen randomly from the collection,
we assume that 7, is the probability that it belongs to
class K,,. Then the probability of observing / occurrences
within such a document is

]

P(tfi = lld, € Kyy) = %e"'u.

In the 2-Poisson model, there are two document classes
K, and K, for each term, so =, +7,, = 1. From these
equations, the probabilistic index term weighs P(d,, € K,
| tf;m = 1) can be derived. The parameters =, and 4, can
be estimated without feedback information from the
document collection.

Experimental evaluations of this model were only
partially successful. In Refs 21 and 22 the y*-test rejected
the hypothesis of a 2-Poisson distribution for 62 % of the
terms tested. Experiments with a higher number of
classes (termed n-Poisson model) as described in Ref. 23,
also did not give clear improvements. In the study,* an
improved parameter estimation method is applied in
combination with longer documents than in previous
evaluations, thus leading to the result that the assumption
of an n-Poisson distribution holds for about 70 % of all
terms.

3.4 Retrieval models for improved document
representations

As a consequence of the poor performance of the 2-
Poisson model, a so-called non-binary Retrieval model
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has been proposed as a variant of the BIR model in Refs
25. Instead of indicating only the presence or absence of
a term ¢, the elements x, of the vector representing a
document now give the wdf of f,. As a consequence,
parameters P(x; =1|R) and P(x,=!|R) for I=0,1,
2, ... have to be estimated in this model. The results given
in Ref. 26 for predictive retrieval did not show any
improvements over the BIR model, obviously due to
parameter estimation problems. This problem seems to
be intrinsic to all approaches that aim to improve the
BIR model by using a more detailed document rep-
resentation. Although the document representation of
the BIR model is rather poor, the amount of feedback
data available in predictive retrieval prohibits any
refinement of the document representation.

A different approach has been taken in the formulation
of the retrieval-with-probabilistic-indexing (RPI) model
presented in Ref. 16. This model assumes that a more
detailed document representation than in the case of the
BIR model has been used for estimating probabilistic
index term weights of the form P(C|t,d,), where C
denotes the event of correctness. The decision whether
the assignment of ¢, to d, is correct or not can be
specified in various ways, e.g. by comparison with
manual indexing or by regarding retrieval results as in
the case of the BII model. Like the non-binary model
mentioned before, the RPI model also is a generalisation
of the BIR model. However, since weighted document
indexing is regarded as document description in the RPI
model, the number of parameters remains the same as in
the BIR model, only the definition of these parameters is
changed appropriately. For this reason, there are no
additional parameter estimation problems in comparison
to the BIR model, but a more detailed document
representation can be considered. This goal is achieved
by shifting the task of mapping document representations
on to indexing weights over to an appropriate indexing
model.

A similar model that integrates probabilistic indexing
with the BIR model has been proposed as the ‘unified
model’ in Ref. 3; however, this model suffered from
incompatible independence assumptions. In Ref. 27, a
generalisation of this model with modified independence
assumptions is presented.

As mentioned before, description-oriented approaches
also can be applied for developing retrieval functions
that are able to consider more detailed document
representations. Here query—document pairs are mapped
on to a feature vector x(g,,d,,). In principle, there is no
restriction on the structure of the representations of
queries and documents, only the feature vector has to be
defined appropriately. In order to develop the retrieval
function p(x) that yields estimates of the probability
P(R|x(q,,d,,)), a learning sample of query—document
pairs (according to the third learning strategy) is used
(see Ref. 8 for a detailed description of this approach).
For most applications, it may be more appropriate to
consider improved document representations already in
the indexing process, so the RPI model can be used for
retrieval instead of a description-oriented function.
However, when more complex query structures are to be
used, retrieval functions derived with the description-
oriented approach may be feasible. In addition, a major
advantage of retrieval functions of this kind is that they
yield estimates of the probability of relevances, whereas

the estimation of this probability is rather difficult with
most other models.

4. IR AS UNCERTAIN INFERENCE

Although the relevance models described in the previous
sections have been rather successful in the past, there are
three major shortcomings of this approach, as follows.
@® The concept of relevance can be interpreted in
different ways. One can either regard relevance of a
document w.r.t. a query or information need, in
which cases the user who submitted the query gives
the relevance judgement; this approach has been
taken so far in this paper. Alternatively, relevance
can be defined w.r.t. the query formulation, assuming
that an objective judgement (e.g. given by specialists
of the subject field) can be made. Of course, the latter
approach would be more desirable in order to collect
‘objective’ knowledge within an IR system.

@® The relevance models are strongly collection-de-
pendent, that is, all the parameters of a model are
only valid for the current collection. When a new
collection is set up, the ‘knowledge’ from other
collections cannot be transferred.

@® Relevance models are restricted to rather simple
forms of inference. In the models presented here, only
the relationships between terms and queries are
considered. It would be desirable to include in-
formation from other knowledge sources (e.g. from a
thesaurus) in an IR model. With description-oriented
approaches, this problem can be partly solved (see
e.g. Ref. 8), but there is a need for a general model
dealing with this issue.

4.1 Rijsbergen’s model

In Ref. 28 a new paradigm for probabilistic IR is
introduced : IR is interpreted as uncertain inference. This
approach can be regarded as a generalisation of deductive
databases, where queries and database contents are
treated as logical formulas. Then, for answering a query,
the query has to be proved from the formulas stored in
the database.?® For document retrieval, this means that a
document d,, is an answer to a query g, if the query can
be proved from the document, that is, if the logical
formula ¢, <d,, can be shown to be true. In order to
prove this formula, additional knowledge not explicitly
contained in the document can be used. For example, if
d, is about ‘squares’, and ¢, asks for documents about
‘rectangles’, the inference process can use the formula
‘rectangle’ « ‘squares’ in order to prove g, « d,. For
IR, however, the approach from deductive databases is
not sufficient, for two reasons: (1) whereas in databases
all statements are assumed to be true at the same time, a
document collection may contain documents that con-
tradict each other; (2) in order to cope with the intrinsic
uncertainty of IR, first-order predicate logic must be
replaced by a logic that incorporates uncertainty. For the
first problem, Rijsbergen identifies each document with a
possible world W, that is, a set of propositions with
associated truth values. Let t denote a truth function,
then (W, x) denotes the truth of the proposition x in the
world W, where (W, x) = 1 if x is true at W and (W, x)
= 0 if x is false at W.

In order to cope with uncertainty, a logic for
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probabilistic inference is introduced. In this logic,
conditionals of the form y— x can be uncertain. For
quantifying the uncertainty, the probability P(y — x) has
to be estimated in some way. As described in Ref. 30, this
probability can be computed via imaging. Let o(W,y)
denote the world most similar to W where y is true. Then
y—x is true at W if and only if x is true at a(W, y).

For estimating P(y—x) (independent of a specific
world), all possible worlds must be regarded. Each world
W has a probability P(W), so that they sum to unity over
all possible worlds. Then P(y— x) can be computed in
the following way:

Py—>x)=ZPW)u(W,y—>x)

= EP(W) T(U(Wsy)’y_)x)
=3 P(W)t(a(W, ), x). &)

So we have to sum over all possible worlds, look for the

closest world where y is true, and add the truth of x for

this world. This formula can be illustrated by an example

shown in Table 3. If we assume that P(W)) = 0.1 for i =
., 10, then we get P(y->x) =

Table 3. Imaging example.

W, () X)) o(W,y)  ta(W,y)x)

O WOoO 1NV BN —
—_—_O = O OO0 —O
CO—O—~O—= 0O —
SO WCAROAANN
OO = — OO

—
—_——

In this framework, the concept of relevance does not
feature. The most obvious way for mapping the outcome
of the uncertain inference process on to the probability
of relevance is via another conditional probability:

P(R) = P(R|g, < d, )P(qk<—d )+P(Rlﬂ(qk<—d )
P(~(q, < (10
This leaves us with the problem of estimating the
probabilities P(R|q, < d,) and P(R|~(gq,<d,)). So far,
there is no obvious method for deriving the values of
these parameters. On the other hand, according to
formula (10), P(R) is a monotonous function of P(q, «
d,), thus only the value of the latter probability is
required for a ranking of documents w.r.t. a query.

4.2 Inference networks

When IR is regarded as uncertain inference as described
above, the structure of inference from documents to
queries become more complex, as in the case of the
relevance models. In general, one gets an inference
network. As a probabilistic formalism for inference
networks with uncertainty, Bayesian inference networks
have been described in Ref. 12. Turtle and Croft*
applied this formalism to document retrieval. An example

N
@0@@
e

\\

Figure 4. Example inference network.

inference network is shown in Fig. 4. Here each node
representing either a document, a query or a concept can
take on the value true or false. In contrast to the models
discussed so far in this paper, we assume that there are
two kinds of concepts, namely document concepts £, and
query concepts r,. The directed arcs of this network
indicate probabilistic dependence of nodes. The prob-
ability of a node being true depends only on the values of
its parents. This relationship must be specified as a
function within the node. In order to estimate the
probability of P(d—q), the document node is set to
‘true’ and then the probabilities of the depending nodes
are computed until the value of P(gq = true) is derived.
Depending on the combining function of a node, an
inference network may contain different types of nodes,
e.g. for Boolean connectors as well as for probabilistic
correlation as in the relevance models described before.
As a simple example, assume that the representation
concept r, is ‘IR’ which is defined as an OR-combination
of the two document concepts (terms) ¢, = ‘information
retrieval’ an ¢, = ‘document retrieval’. Then the prob-
ability of r, being true can be computed by the function

P(r, = true) = 1 —(1 — P(t, = true))(1 — P(t, = true)).

This approach has several advantages in comparison to

the relevance models, as follows.

@ As most probabilistic IR models can be mapped on
to an inference network, this formalism gives a
unifying representation for the different models (see
e.g. Ref 31). In contrast to these models, the network
approach does not require the derivation of a closed
probabilistic formula, so more complex inter-
dependences can be incorporated.

@ The network approach allows for the combination of
multiple sources of evidence. For example, infor-
mation about the similarity of documents can be
considered, as well as knowledge from external
sources like a thesaurus.

@ Different query formulations and types of query
formulation can be combined in order to answer a
single query. For example, a Boolean and a
probabilistic formulation can be used in parallel,
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where the network combines the results of both
formulations.

5. GENERAL PROBLEMS

In this section we discuss some problems that are general
to any probabilistic IR model, namely parameter
estimation, query expansion and the representation of
documents and queries.

5.1 Parameter estimation

Any probabilistic IR model requires the estimation of
certain parameters before it can be applied. A survey
over estimation schemes in IR is given in Ref. 32. Here
we want to describe briefly the two major solutions to
this problem.

The general situation is as follows: in a collection of
documents, each document may have several features e,.
For a fixed set of n feature pairs, we are seeking for
estimates of P(e|e,), the probability that a random
document has feature e,, given that it has feature e;. In a
random sample of g objects, we observe f objects with
feature e, of which A objects also have the feature e;. In
the case of the BIR model, the features e, are either
relevance or non-relevance w.r.t. the current query, and
the features e, denote the presence of the terms ¢,.

Now the problem is to derive an estimate p(e,| e, (4,f,
g)) for P(e,]e,), given the parameter triple (A,f,g). The
most simple estimation method uses the maximum
likelihood estimate, which yields p(e,|e,,(h,f, ) = h/f.
Besides the problem with the quotient 0/0, this estimate
also bears a bias (see the experimental results in Ref.
32).

Bayesian estimates in combination with a beta prior
have been used by most researchers in probabilistic IR.
For the parameters a and b of the beta distribution and
a quadratic loss function, one gets the estimate

_ h+a
pbeta _f+a+b

For the choice of the parameters a and b,a = b = 0.5 has
been used in most experiments (see also Ref. 33 for
experiments with different values for these parameters).
This kind of estimate also can be applied when no
relevance feedback data is available, thatis, f= h = 0. In
the case of the BIR model, experiments without feedback
data as described in Ref. 34 gave good results.

However, experimental results described in Ref. 32
have shown that the assumption of a beta prior may be
theoretically inadequate. Instead, an optimum estimate
based on empirical distributions is derived. Assume that
E(h,f, g) denotes the expectation of the number of those
of the n feature pairs for which the parameters (4,f, g)
were observed. These expectations can be taken from the
frequency statistics of a large number of feature pairs (e,,
e;). Then the optimum estimate is computed according to
the formula

N h+ D) Eh+1,f+1,g)
Pooc ™ D Eh+ L f+ Lo+ [+ 1—h) Eh,f+1,8)°

Experimental comparisons of this optimum estimate
with Bayesian estimates showed almost no difference in

terms of retrieval quality, whereas maximum likelihood
estimates gave significantly worse results.

5.2 Query expansion

Closely related to the problem of parameter estimation is
the question: which terms should be included in the
query formulation? In derivation of the BIR model, we
have assumed that p,, = ¢,, for all terms not occurring in
the query. Of course, there will be a number of additional
terms for which this assumption does not hold, so they
should be included in the query, too. If the query
formulation is to be expanded by additional terms, there
are two problems that are to be solved, namely (1) how
are these terms selected, and (2) how are the parameters
¢, estimated for these terms?

For the selection task three different strategies have been

proposed, as follows.

@ Dependent terms: here terms that are dependent on
the query terms are selected. For this purpose, the
similarity between all terms of the document col-
lection has to be computed first.3®

@® Feedback terms: from the documents that have been
judged by the user, the most significant terms
(according to a measure that considers the dis-
tribution of a term within relevant and nonrelevant
documents) are added to the query formulation.?®

@ Interactive selection: by means of one of the methods
mentioned before, a list of candidate terms is
computed and presented to the user, who makes the
final decision on which terms are to be included in the
query.%?

With respect to the parameter estimation task,
experimental results have indicated that the probabilistic
parameters for the additional query terms should be
estimated in a slightly different way than for the initial
query terms, e.g. by choosing different parameters a and
bin the beta estimate (that is, a different prior distribution
is assumed for the new terms).?%

The experimental results available so far indicate that
the dependent-terms method does not lead to better
retrieval results,®® whereas clear improvements are
reported in Refs 36 and 39 for the feedback-terms
method.

5.3 Representation of documents and queries

So far in this paper we have assumed that a query is a set
of terms, which in turn are words (with the exception of
the Bayesian network approach, where a query also may
contain Boolean connectors). But as more advanced text
analysis methods are available, there is a growing need
for models that can be combined with refined rep-
resentation formalisms. Several authors have investigated
the additional use of phrases as query terms.***% The
results from this experimental work do not give a clear
indication whether retrieval quality can be improved
with phrases as query terms. However, three problems
should be considered when interpreting these results.

(1) Phrases are a different kind of terms in comparison
to words. For this reason, the application of the standard
weighting schemes developed for words may not be
appropriate.

(2) When phrases as well as their components are used
as query terms, these terms are highly dependent, so a
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dependence model should be used, as for example in Ref.
43,

(3) The document collections used for experiments
may be too small to show any benefit from phrases.
Other experiments with larger collections have suc-
cessfully used phrases in addition to words.'®"**

A dependence model for phrases is not sufficient, since
this approach only regards the occurrence of the phrase
components in a document, without considering the
syntactical structure of the phrase as it occurs in the
document. So the certainty of identification also should
be considered (e.g. whether the components occur
adjacent or only within the same paragraph). This can be
achieved via application of probabilistic indexing
methods (e.g. with the BII model in combination with a
description-oriented approach); furthermore, with re-
gard to the first point above, indexing methods compute
correct weights for different kinds of terms.

In contrast to the approaches discussed so far that are
based on free text search, there is also work on automatic
indexing with a controlled vocabulary (descriptors). In
this case an indexing dictionary is required that contains
pairs (with associated weights) of text terms and
descriptors. For the problem of computing an indexing
weight for a descriptor with indications from different
terms within a document, either model-oriented® or
description-oriented approaches'®** can be applied.
Although many researchers are convinced that a con-
trolled vocabulary offers no advantage over a free
vocabulary, there is in fact little substantial experimental
evidence supporting this position.*®

As an example for an advanced text representation
method, in Ref. 47 a semantic network representation is
used for medical documents and queries (in conjunction
with a fuzzy retrieval function). For probabilistic IR, this
kind of representation is a challenge. Theoretically, the
uncertain inference approach as developed by van
Rijsbergen could be applied here — although the problem
of parameter estimation has not been finally solved.
Another possibility is the description-oriented approach
described in Ref. 8, which, however, requires fairly large
learning samples for application.

6. CONCLUSION AND OUTLOOK

In this paper the major concepts of probabilistic IR have
been described. Following this goal, we have only
occasionally referred to experimental results; of course,

experiments are necessary in order to evaluate and
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compare different models. For future research it seems to
be important to use test collections that are more
representative for the intended applications, e.g.
collections with 10°~10° documents with regard to large
online databases.

As new possible applications for IR methods arise, the
scope of the field also has to be revised. In the past,
collections with short documents (i.e. abstracts) have
been investigated almost exclusively. Nowadays, fulltext
document databases are set up for many applications; so
far, no experimental results are available for the
applicability of probabilistic methods (for example, the
BIR model seems 1o be inappropriate in this case since it
does not distinguish between terms that occur only once
in a text and others that represent important concepts of
a document). With multimedia documents there is the
problem of representation for the non-textual parts:
should they be represented by a set of keywords, or are
structured descriptions required (as in Ref. 48)?

In the field of database research, there is also growing
interest in methods for coping with imprecision in
databases.*?' % As new databases for technical, scientific
and office applications are set up, this issue becomes of
increasing importance. A first probabilistic model that
can handle both vague queries and imprecise data has
been presented in Ref. 51. Furthermore, the integration
of text and fact retrieval will be a major issue.?*

Finally, it should be mentioned that the models
discussed here scarcely take into account the special
requirements of interactive retrieval. Even the feedback
methods are more or less related to batch retrieval, where
feedback from the first retrieval run is used in order to
improve the quality of the second run (an exception must
be made for Bookstein’s paper,®® where iterative feedback
methods are discussed). Since an interactive system
allows a larger variety of interactions than just query
formulation and relevance feedback (see e.g. Ref. 54),
these interactions should be incorporated in a model for
interactive probabilistic retrieval. Especially, the role of
probabilistic parameters in the interaction process should
be investigated: how should probabilistic weights (if at
all) be presented to the user, and should there be a
possibility for a user to specify probabilistic weights? In
order to answer these questions, more experimental
research is necessary. A major impediment for this kind
of research is the fact that experiments with interactive
systems and real users require a much bigger effort than
testing ranking procedures in a batch environment.
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Book Review

NELL DALE and CHiP WEEMS

Introduction to Pascal and Structured Design,
3rd edition

D. C. Heath and Co., Lexington, 1991

925 pp. 0-669-20238-X.

NELL DALE and SusaN C. LiLLy

Pascal plus Data Structures, Algorithms and
Advanced Programming, 3rd edition

D. C. Heath and Co., Lexington, 1991

850 pp. 0-669-24830-4.

Any book that comes out in a third edition in
the cut-throat world of first-year Pascal texts
deserves close scrutiny. These two books are a
sample from a suite of six books, two
laboratory courses and a video course that
Nell Dale and colleagues have published
through D. C. Heath since 1983. They have
evidently refined their winning formula to the
point where it is a ‘success at over 1250
schools’ (quoted from the publisher’s ad-
vertising). So what is it that the customers
like? Why are these books so successful?

There seem to be two factors involved:
pedagogy and quality. Both books cover their
topics absolutely thoroughly, explaining each
new feature as it arises, using interesting
examples, both classic (binary search) and
novel (absenteeism pattern). Some of the
examples progress through the book, becom-
ing more sophisticated as the student’s ex-
pertise increases, and there are several larger
case studies. The order of topics has been
carefully chosen, and the authors have adapted
the material through each revision so as to
reflect changing trends. The teaching and
learning aids are impressive: the introductory
book concludes each chapter with case studies,
advice on testing and debugging, and then
four levels of exercises for the students, from a
quick check quiz to genuine programming
problems. Beginners will find these very
reassuring. The advanced book ends each
chapter with an extensive set of exercises, and
has a separate section at the end of the book
with nearly 30 programming assignments.
These have obviously been class tested and the
attention to detail makes it possible for the
lecturer to set them for a class as-is.

Through the editions, the authors have had
the time to add in additional material which
may be regarded as peripheral, but which, in
my opinion, greatly enhances the value of
these books. The introductory text is par-
ticularly good in this regard, and includes pen
sketches of famous computer scientists, snip-
pets of related theory, advice on style and
guidelines for program design. The programs
are all of a consistently high standard, using
plentiful comments, good type definitions,
and procedures with parameters to the full.
The advanced book includes a diskette con-
taining all the programs, which is a very good
sign that the programs have been well tested.
Both books are produced in two colours, with
cartoons and many graphic illustrations.
Quality indeed!

The introductory book has 17 chapters,
which take a genuine beginner through the
programming process, design methodology
and problem solving, to simple Pascal with
control structures, procedures and parameters,
on to functions, data types and recursion.
Purists can note that looping is taught with
while statements and that repeat and for only
appear later on in the data types section.
Subranges are emphasised from chapter 10
onwards, and I was glad to see that they come
before arrays. Unlike many books that dive
into array handling at the start, Nell and
Weems take this conceptually difficult hurdle
slowly. Chapters 11, 12 and 13 introduce array
processing, patterns of array access, lists,
strings tables. Chapter 15 covers files and
pointers and chapter 16 provides a gentle
introduction to the advanced book on data
structures.

The only problem with this book is that it
covers standard Pascal and only standard
Pascal. Thus many common operations (read-
ing in a string) are long-winded, some (e.g.
assigning a file name) have to be side-stepped,
and the important programming issues of
screen and graphics handling, separate com-
pilation and objects, are simply ignored. There
is a companion volume which is a Turbo
Pascal version, and one hopes that these
aspects are fully addressed there.

Because the advanced book follows the
same easily accessible style and high-quality
layout of the introductory text (complete with
jokes), I was tempted to regard it as not a
serious contender in the Data Structures and
Algorithms text stakes. Closer scrutiny proved
me wrong. Dale and Lilly have managed to
retain a high level of rigour in the presentation
of abstract data types while still making each
of them truly usable in practice. Stacks,
queues, lists and binary trees are covered in
detail, and the efficiency of each of the
algorithms applied to them is formally dis-
cussed. Sorting and searching (including
hashing) receive similar treatment. However,
the book stops short of the next level of ADTs
—bags, sets, B-Trees, directed graphs. Turbo
Pascal is made use of in places where the
authors were really desperate, and there is also
a Turbo Pascal version of the book (but how
‘Turbo’ it is, I do not know).

So, how would these books fit into first
courses outside the US? The introductory
book is too basic and too slow for a typical
first-semester course, where the majority of
students will have programmed at school and
may even know Pascal. The insight into
programming is fine, but is dispersed through-
out the text, and overall the book is just too
big for the subject it covers. On the other
hand, the pedagogical aids are first class, and
1 would certainly advise any student who is
having difficulty with a Pascal course to get
this book as back-up. The advanced book is
also hefty, and although thorough, does not
go as far into the exciting aspects of algorithms
as the more formal and classic texts do. On the
other hand, the examples and assignments are
first rate,and I am very glad to have this book
on my shelf.

These are both excellent books in all respects
except coverage, and I would certainly rec-
ommend that any teachers of first or second
year should inspect copies and judge whether
the coverage is sufficient for the courses under
consideration. If it is, then both class and
lecturer will be joining the other 1250 satisfied
schools, and are on to a winner.

Jupy Bisuor
Pretoria
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