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The modelling or synthesis of ordinary Petri nets has been recognized as a key step for applying Petri
nets to performance analysis, control and simulation of industrial production systems. This paper addresses
this synthesis problem by adopting a global and incremental synthesis approach: the knitting technique
for manufacturing systems. The knitting technique has been applied to Petri net modelling and anlaysis
of communication networks. The idea behind this technique is to introduce details in an incremental way,
i.e. by adding new paths and/or cycles to a Petri net. At each step the Petri net model grows according
to certain rules which will guarantee such system properties as boundedness, liveness and reversibility.
Thus the cumbersome anlaysis for these properties can be avoided while designers can still build up a
Petri net model for a complicated system. The knitting rules are divided into two types: TT and PP with
a number of variations. This paper formulates and discusses these rules in the context of manufacturing.
The theoretical results on the preservation of system properties using the proposed rules are presented.
The results are illustrated through Petri net modelling of an automated manufacturing system which
consists of two robots, five machines and two automatic guided vehicles. This approach is compared with
other existing synthesis approaches and its distinguishing advantages are indicated in the conclusion.
Future research along this direction is also discussed.

1. INTRODUCTION

Petri net theory (Peterson 1981) has been applied to
specifications, validation, performance analysis (Chao
and Wang 1992a,b, 1993a—c, 1994b; Chao et al., 1993;
Chen et al., 1993), control and simulation for industrial
production systems (Murata et al., 1986; Villarroel et al.,
1988; Zhou, 1990; Zhou et al., 1990). The first step
toward these applications is modelling or synthesis of
Petri nets for integrated manufacturing systems. This
synthesis problem has been identified as a key one for
further successful industrial applications (Narahari and
Viswanadham, 1985; Krogh and Beck, 1986; Zhou et al.,
1990). Early work has paid little attention on the detailed
modelling process of Petri nets (Chao et al., 1992a,b;
Zhou et al., 1991a). A Petri net model is given for a
system, the analysis of the model is conducted and
system properties are claimed. However, as the system
grows in complexity, this modelling process becomes
crucial and the analysis becomes no longer an easy
problem. Though such analysis methods as reachability
graph, reduction (Valeltte, 1979; Suzuki and Murata,
1983; Berthelot, 1985; Lee and Favrel, 1985; Silva, 1985;
Chao and Wang, 1992c) and linear algebra based
methods (Narahari and Viswanadham, 1985; Silva, 1985)
are available, they are of limited use due to their limited
capacity. Another disadvantageous fact is that modifica-
tion and re-analysis may have to be conducted if the
analysis methods have detected some undesired proper-
ties. Therefore, it is desired to have a synthesis approach

+D. Y. Chao published papers prior to 1990 under the name Y. Yaw.

which can build up a Petri net systematically such that
the net has desired logical properties, e.g. boundedness,
liveness and reversibility. These properties are critical
for a manufacturing system to operate in a stable,
deadlock-free and cyclic way.

Since Petri net synthesis research started in late 1970s,
significant results have been developed for special classes
of Petri nets such as marked graphs (Murata, 1977,
1980, 1989; Murata and Koh, 1980), free-choice Petri
nets (Esparza and Silva, 1990), and safe and live Petri
nets (Krogh and Beck, 1986). Two dominant synthesis
approaches for general classes of Petri nets are
bottom-up and top-down. Bottom-up approaches start
with decomposition of systems into subsystems, con-
struct sub-Petri nets for subsystems, and merge these
subnets to reach a final Petri net by sharing places
(Agerwala and Choed-Amphai, 1978; Narahari and
Viswanadham, 1985), transitions (Jeng and DiCesare,
1991) and/or elementary paths (Krogh and Beck, 1986;
Valavanis, 1990; Koh and DiCesare, 1991) or by linking
subnets (Datta and Ghosh, 1986). Top-down approaches
begin with a first-level Petri net and refine the net to
satisfy the system specification until a certain level is
reached such as refinement of transitions and places by
general modules with boundedness and liveness ( Valette,
1979; Suzuki and Murata, 1993) or well-defined modules
(Zhou and DiCesare, 1989). Based on top-down refine-
ment of activities and bottom-up modelling of shared
resources, Zhou (1990) and Zhou et al. (1992) have
recently formulated a hybrid synthesis approach. Parallel
and sequential mutual exclusions are used for resource-

THE COMPUTER JOURNAL,

Vor.37, No.1l, 1994

¥202 Iudy 60 U0 3senb Aq /| 296€/29/1/.E/8191e/|ulWwoo/wod dno ojwepede//:sdiy wolj pepeojumoq



68 D.Y. CHAaO, M.-C. ZHOU AND D. T. WANG

sharing modelling (Zhou and DiCesare, 1991) and design
of first-level Petri nets is also discussed (Zhou et al.,
1991).

However, the existing bottom-up approaches suffer
from the difficulty of analysing the global system proper-
ties although such useful information as invariants of
the global Petri net can be derived from those of its
subnets. In the top-down approaches, there is no easy
way to validate all general modules and their design is
still a problem given the system specification. In the
hybrid approach (Zhou, 1990), the validation for mutual
exclusions can be a formidable task for large systems.
On the other hand, many reduction rules (Berthelot,
1985; Lee and Favrel, 1985; Silva, 1985; Chao and Wang,
1992c) are very powerful in reducing Petri nets.
Nevertheless, they are often difficult to apply to synthesis
directly, except the work by Chao and Wang (1992c).
All these difficulties and problems motivate us to devise
some simple but effective rules which can guide the
synthesis of Petri nets with desired properties. These
rules constitute a knitting technique which has been
applied to the synthesis of communication protocols
(Yaw, 1987; Yaw et al.,, 1988; Chao and Wang, 199%4a).

In the knitting technique (Yaw, 1987), designers start
with a basic process which is modelled by a set of closed-
loop sequentially-connected places and transitions with
a so-called home-place marked with a certain number
of tokens. The tokens may represent the number of raw
materials which can be present in a system each time.
Then parallel, alternative and exclusive processes or
operations are added according to the system specifica-
tion. Closed loops for the operations are added according
to the resources required by the operations involved.
The knitting technique is so-called since expansions are
conducted among nodes (either transitions or places) in
a global way. This approach is easy to use due to the
simple rules, and leads to the final net which is bounded,
live and reversible. The other advantage is that the
approach is easily adapted to the computer implementa-
tion of automatic synthesis of ordinary Petri nets (Yaw
and Foun, 1989).

Esparza and Silva (1991b) proposed two rules to
synthesize live and bounded free-choice Petri nets. Their
TT and PP handles (Esparza and Silva, 1991a) are
similar to the TT and PP paths in Yaw (1987). Similar
to Yaw (1987) and, rephrased in another way, they also
showed that circuits without TP and PT handles have
good structural properties. However, they do not expli-
citly apply them to synthesis using the notion of a
structural relationship. In Esparza and Silva (1991b),
Rule RF1 refines a macroplace by a state machine and
RF2 adds a marking structurally implicit place (MSIP)
to a free-choice net. RF1 corresponds to the PP rule in
Yaw (1987) to add paths between places. RF2 corre-
sponds to the TT rule in Yaw (1987) to add paths
between transitions and increase the degree of con-
currency. However one needs to decide whether the
subnet can be reduced to macroplace (in RF1) and

whether a place is an implicit place (in RF2). The
knitting technique (Yaw, 1987) requires no checking on
the paths generated; rather, it uses the T-Matrix to check
whether the generation points and joints satisfy certain
constraints. This is simpler than checking many different
subnets and a linear algebra equation for MSIP. In
addition, the T-Matrix can record self-loops and find
maximum concurrency with linear time complexity.
Although Esparza and Silva (1991a) added the RF3 rule
to synthesize EFC nets, Esparza and Silva (1991a) is
unable to synthesize ACs.

The goal of this research is to formulate a powerful
and easy-to-use synthesis methodology and computer
environment for Petri net synthesis for various concur-
rent systems such as automated manufacturing systems
and communication networks. The objectives of this
paper include:

1. Introducing the knitting techique by presenting and
discussing useful rules in the context of Petri net
synthesis.

2. Presenting a theorem which will guarantee the preser-
vation of desired properties of the proposed rules.

3. Exemplifying the procedure through Petri net syn-
thesis of an automated manufacturing system.

Section 2 presents the rules and the theoretical results.
Section 4 illustrates the rules for a manufacturing
application. Finally, we present the conclusion and the
future research along this line in Section 4.

2. KNITTING TECHNIQUE

For a fundamental knowledge of Petri net theory, the
reader is referred to (Peterson, 1981; Murata, 1989; Silva,
1985). To be consistent, we introduce the following
definition and notation (Zhou et al., 1989, 1990; Zhou,
1990).

Definition 1.
0, m,), where

A marked Petri net N=(P,T,I,

1. P={py,p2r..-» Pn}, 1 >0.

2. T={t, t5,...., t;},s>0with PUT# & and PN T=
.

3. . Px T— {0, 1}.

4. 0: P x T—-{0,1}.

5. myg:P—-{0,1,2,...}.

In this definition, p; (1<i<n) is called a place, t;
(1 <i<s) a transition, I an input function defining the
set of directed arcs from P to T, O an output function
defining the set of directed arcs from T to P, and m, an
initial marking whose ith component represents the
number of tokens in place p;.

Definition 2. The firing rules are:

1. A transition t € T is enabled if and only if m(p)>0
when I(p,t)=1,VpeP.
2. An enabled transition ¢ fires at marking m’, yielding
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THE KNITTING TECHNIQUE AND PETRI NET SYNTHESIS 69

the new marking,
m(p) =m'(p) + O(p, t) — I(p, 1),V pe P.

The marking m is said to be immediately reachable from
m'. Given N and its initial marking m,, the reachability
set is the set of all markings immediately reachable
starting from m, through various sequences of transition
firings and is denoted by R(N, m,).

Definition 3. A marked Petri net N is B-bounded if
and only if m(p)< B, ¥ pe P and m € R(N, my) where B
is a positive integer. If B=1, N is safe. N is live if and
only if Vte T, and Vme R(N,my), 3 a sequence of
transitions f, firing f leads to a marking which enables
t. N is reversible if and only if Vm, me R(N, my)=
mgy € R(N, m). The synchronic distance between t and
t' is max{#(o,t)—#o,t'), #o,t')—#o,t')| 0 € LM, m),
me R(N, my)}where #(o,t) denotes the number of
times ¢t appears in a firing sequence ¢ and L(N, m) is the
set of all firing sequences from m. N is conservative if
and only if Y me R(N, my), Z,ecpm(p) = X, pmo(p).

The synchronic distance between any two transitions
can be obtained as follows:

1. For each firing sequence of the Petri net in one
iteration, calculate the absolute value of the difference
between the numbers of the firing of these two
transitions.

2. For all the firing sequences of the synthesized Petri
net, the maximum such value is the synchronic
distance.

The complexity of this procedure with the Petri net
synthesized using the knitting technique might be
polynomial and is an open problem.

The implications of these properties of Petri nets
have been explored in manufacturing (Narahari and
Viswanadham, 1985; Krogh and Beck, 1986; Valvanis,
1990; Zhou et al.,, 1989). The synchronic distance is a
measure of dependence between transitions and more
detailed explanation can be found in Silva (1987).

Definition 4. The home place(s) is defined as the
place(s) with token(s) which can enable a transition at
the initial marking.

For example, place p, in Figure 1 is a home place.

Definition 5. A basic process is defined as a Petri net

Py t

QA0 =0

FIGURE 1. A basic process with home place (n > 0).

shown in Figure 1 such that

On—l In*l
I=1,,0= , nx=1, my(p)>0
1 0
and
my(pi)=0, 2<i<n,

where I, is an n x n identity matrix, 0,_, is a (n—1)-
zero-vector, and t denotes the transpose.

Numerous applications can be synthesized as a Petri
net by starting with the basic process which exhibits the
desired properties such as boundedness, liveness, and
reversibility.

Definition 6. Given N=(P, T, I, 0, my), a node is
either a place in P or a transition in T. An elementary
path is a sequence of nodes: x;x, ... x,, n =1, such that
3 an arc (x;, X;4+4), 1 <i<nif n>1, and x; = x; implies
thati=j,V 1 <i, j < n. An elementary circuit is x, x5 ... X,,,
n>1 such that x;=x;, 1 <i<j<n, implies that i=1
and j=n. The post-set of node x is x = {y:3 an arc
(x, y)} and its pre-set "x = {y:3 an arc (y, x)}.

Motivated by the A-place and A-path concept, opera-
tion places defined in Zhou and DiCesar (1991b), we
define the following A-path concept.

Definition 7.  An A-path is an elementary path whose
places initially have no tokens.

Definition 8. An elementary path, x;x, ... x,, n>2
is called a pseudo process (PSP) if |'x;|=|x;"|=1,
2<i<n—1 and if there is no elementary path,
Y1V2 .- VYm, such that |y|=|y;|=1 2<i<m-—1,
{yi, 1 <i<m} > {x;,1<i<n} and m > n. The length of
a PSP is |PSP|=n. x, is a generation point of a PSP
and x, is a joint point. A PSP is marked iff a place in
PSP is marked.

Thus in the basic process (Figure 1), if n=3, then
Pit1Pat,pats and ty p,t, pstsp, are two PSP while ¢, p, ¢, p;
is not since it is included in p;t,p,t,pst;. For conveni-
ence, we use a PSP as a set of nodes, i.e. if x is on the
PSP, we say x € PSP. In the following discussion, psp,
psp’, PSP, PSP’ and PSP, (k is a positive integer) are
used to represent different pseudo processes.

Definition 9. If a PSP is added between two places
(transitions), this generation of a new PSP is called PP
(TT) generation and the resulting PSP is called PP path
or TT path. A virtual path is a two-node PSP, i.e. one
with no node except the generation and joint points.

The length of any PP path or TT path is at least 3 since
there has to exist at least one transition or place between
any two places or two transitions.

Most manufacturing systems are designed to achieve
cyclic production. Thus its Petri net model should be
reversible, ie. its initial marking should be recovered
from any other marking. We call the period from the
initial marking to other markings and back to the initial
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marking a cycle. The relationships among the pseudo
processes within a cycle can be sequential, concurrent,
or exclusive.

Definition 10. PSP is sequentially earlier than PSP,
denoted by PSP — PSP, iff 3 an A-path AP, such that
PSP-AP-PSP’ is an elementary path. PSP is concurrent
to PSP, denoted by PSP || PSP’ iff (1) neither PSP — PSP’
nor PSP’ > PSP, (2) PSP and PSP’ are both marked
during each iteration. PSP is exclusive to PSP’, denoted
by PSP|PSPiff (1) neither PSP — PSP’ nor PSP’ —» PSP,
(2) PSP is not concurrent to PSP".

Definition 11. Local concurrent set for PSP with
respect to PSP’ is LCN(PSP, PSP’) satisfying: (1) V
psp, psp’ € LCN(PSP, PSP'),if psp # psp’, then psp | psp’,
and (2) V psp e LCN(PSP, PSP’), psp|| PSP, —1(psp =
PSP) and —1(psp | PSP’).

Definition 12. Local exclusive set for PSP with
respect to PSP is LEX(PSP, PSP’) satisfying: (1) V psp,
psp’ € LEX(PSP, PSP’), if psp # psp’, then psp|psp’
and (2) Vpsp € LEX (PSP, PSP’), psp|PSP, neither
psp = PSP, nor psp|PSP".

Both local concurrent and local exclusive sets are not
unique and will be discussed in the next section. Let the
set of home places be H. Initially H = {p,} for the basic
process in Figure 1.

TT rules are motivated by the need of increasing the
concurrent activities in the system while PP rules are
used to offer the choices for the existing processes.

Definition 13 (TT rule). Select pseudo processes PSP
and PSP’ and two transitions t € PSP (as a generation
point) and t' € PSP’ (as a joint PP). Generate a new
pseudo process psp between t and ¢’ if t is not exclusive
to t.

TT1: if PSP =PSP’; go to TT4.

TT2: if PSP || PSP, PSP # PSP’ and synchronic distance
between t and t' is bounded, (1) for each
psp’ € LEX(PSP, PSP’), find a transition t” € psp’
and a place pepsp and add a pseudo pro-
cess from t” to p (TT2.1); (2) for each
psp” € LEX(PSP’, PSP), find a transition t” € psp”
and a place pepsp and add a virtual PT path
from p to ¢t” (TT2.2); go to TT4.

TT3: if PSP || PSP, PSP # PSP’ and synchronic distance
between t and ¢ is infinite, find t' € PSP and
t2e PSP’ and generate a psp’ between t' and t?
such that psp, psp’, PSP and PSP’ constitute a
cylce; go to TT4.

TT4: if t ¢ and if the resulting cycle has no tokens,
find a place p € psp, insert at least one token in p
and add p to set H.

Note that in TT3, ¢! (t*) can be the same as t ().
In TT2.1 (TT2.2), if LEX(PSP, PSP') = J(LEX(PSP,
PSP) = &¥), we add nothing for the net. It is not allowed
for a path to be added between two exclusive transitions.

Definition 14 (PP rule). Select pseudo processes PSP
and PSP’ and two places p € PSP (as a generation point)
and p’ € PSP (as a joint point). Generate a new pseudo
process psp between p and p’ if p is not concurrent to p'.

PP1: if PSP = PSP, it is done.

PP2: if PSP # PSP, (1) for each psp’e LCN(PSP’,
PSP), find a place p” € psp’ and a transition t € psp
and add a pseudo process from ¢ to p” (PP2.1)
and (2) for each psp” € LCN(PSP, PSP’), find a
place p” € psp” and transition t € psp and add a
pseudo process from p” to t (PP2.2).

THEOREM. Any Petri nets resulting from applications
of TT and PP rules to a basic process are bounded, live,
reversible and conservative.

The complete proof of this theorem requires much space
and is omitted in this paper. The idea is to create the
conditions for the net to be bounded, live, reversible and
conservative. The applications of these rules will not
affect these conditions. Then we can preserve the prop-
erties of boundedness, liveness, reversibility and
conservativeness.

Here we discuss the physical meaning of interactive
generations in terms of manufacturing systems. An inter-
active TT generation models a concurrent interaction
such as a resource exchange. PSPg sends a token (or a
resource) to PSPj. Resources received by an entity must
be properly handled. If a received resource is not handled
by any process of the entities, the model is not a complete
one. Thus, each PSP in LEX(PSPj, PSPg) must be able
to receive token from LEX(PSPg, PSPj). This is Rule
TT2. An interactive PP generation models an exclusive
interaction such as execution transfer from process 1 to
process 2 in a resource-sharing system. If only part of
the preconditions of one execution in process 2 is
satisfied then process 2 cannot even start any execution.
Thus, by Rule PP2, when PSP1 switches to PSP2, all
PSPs of LCN(PSPg, PSPj) must switch together and
all PSPs of LCN(PSPj, PSPg) must be activated.

Given the specification of a manufacturing system, we
first need to design a basic process which models a
sequence of activities. Then PP rules and TT rules can
be applied to increase the detail based on the specifica-
tions. Each time the set of home places, H, may be
expanded according to TT4. The places in H often
represent the availability of resources in the context of
manufacturing systems.

Given a synthesized net, N1, a set of new paths are
generated using the synthesis rules to form another net,
N2. Figure 2 illustrates an example of Rules TT2 and
TT3, a TT path, psp =t,pets, is generated from ¢, of
PSPL (=p,t;p3t3ps) to tg of PSP4 (=phtspstsps).
LEX(PSP1, PSP4) = PSP3 (= DpatspsteDs) and
LEX(PSP4, PSP1)=PSP2 (= p,typ5tips). Applying
Rule TT2, we connect from t5 of PSP3 to pg and from
pe to t3 of PSP2. In addition, the synchronic distance
between t, and tg is infinite, hence, by Rule TT3, we
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PSP1

PSP3

P7

pt’

PSP2

4

FIGURE 2. An example of Rules TT2 and TT3.

generate another TT path PSP’ (=t,p,t,;) such that
PSP1, psp PSP4 and psp’ constitute a cycle.

Rule PP2 is illustrated in Figure 3. We generate a
PP path, psp (= p;t,p11t;P12t10P2), from p; of PSP3
(=tap7typots) to  py of PSPl (=t;pytspats).
LCN(PSP3, PSP1) = PSP4 (=t,peteDsls) and
LCN(PSP1, PSP3)=PSP2  (=t,pst4psts). Hence,
applying Rule PP2.1, we add a pseudo process, t;ps,
from t; € psp to p” € PSP2. Further, applying Rule PP2.2,
we add a pseudo process, pgt,, from pse PSP4 to

t, € psp.

3. APPLICATION ILLUSTRATION
3.1. Description of a manufacturing system

The automated manufacturing system, as illustrated in
Figure 4, consists of the following major components:
two entries, two exits, five machines, two robots, two
automatic guided vehicles (AGVs), and related con-
veyors. It can produce two types of products.

Entries. There are two entries for the input of two types
of raw materials, called types A and B, which are
produced into two different kinds of products.

Exits. There are two exits for final A-parts and B-parts,
respectively.

Machines. Machines M, and M, process A-raw mat-
erials from Entry 1. Both machines produce identical
A-parts which are unloaded via AGV,. These inter-
mediate parts are further machined by Machine M,
to produce final A-parts. Machine M, processes B-raw

materials from Entry 2 and produces B-parts which
are unloaded via AGV,. Machine M machines those
intermediate B-parts.

Robots. Robot R, serves three machines, M;, M, and
M,, and none of these three machines has any priority
to use this robot. In a non-deterministic manner, R,
chooses one machine if raw materials are available
and these machines are ready. Robot R, loads
Machines M; and M.

AGV System. Two AGVs are designed for the delivery
of intermediate parts. From Machines M; and M,,
AGYV;, sends intermediate A-parts to M;, and AGV,
sends intermediate B-parts to M.

An unlimited source of raw materials is assumed.
Once machines, robots or AGVs start any operation,
they cannot be interrupted until the work is complete.
We will build up a Petri net model which guarantees
the boundedness, liveness and reversibility next.

3.2. Modelling process

First we identify a sequence of operations and represent
it as a basic process. For this sytem, availability of A-raw
materials and the sequence of operations, i.e. loading by
R,, machining by M,, unloading via AGV,, loading by
R,, machining by M3, are modelled as shown in Figure 5.

Machine 2 offers an alternative way to produce
A-parts. Thus Rule PP-1 is used since two places p, and
p4 can be selected as the generation and joint points,
respectively, from the same PSP =p,t;p,t,... psts. A
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FIGURE 3. An example of the Rule PP2.

Machine 1 Machine 3
Exit 1
= | |l = | =
Robot 1 Machine 2 Robot 2
4@ D -
Machine 4 Machine 5
Entry 2

Q AGV 2 Exit 2

FIGURE 4. Layout of an automated manufacturing system.

NEW pPSp = p,t,ptgP, is generated as shown in Figure 6.
For this net, we have three unique processes, i.e. PSP1 =
P2t7p7tgps, PSP2=p,tpstsps and PSP3 = p,t,psts
PsteP1ty. It is easy to realize that the relations among
these processes are as follows:

PSP|PSP2 and PSP3 is sequential to PSP1 and PSP2,
respectively. Now since the operation in p, requires
Robot 1, a TT path is generated from ¢, (of PSP2) to ¢,
(of PSP3), i.e. t,pgt;. Applying TT4, we must insert a
token in place pg since there is no token in the new
circuit t;p,t,pgt,. This token in pg actually stands for
Robot 1. Furthermore, since the local exclusive set
LEX(PSP2, PSP3)= {PSP1}, a path t,pg is added via
TT2.1. Since LEX(PSP3, PSP2)= ¢, nothing more
needs to be added via TT2.2. The result is shown as the
dotted lines in Figure 4. H = {p,, ps}.

Machines 1, 2 and 3, and R, are required to start
their corresponding operations. Thus using TT2 and
TT4 we are able to produce the new paths as follows:
t3P10t2, tgP11t7, tsP1ats and tgpysts as shown in Figure 7.

Consider the AGV,, we first generate a TT path
between t, (of PSP =p,t,) and t; (of PSP’ =t;p,), ie.
t4Pot;. Using TT4 we add a token to p,. Since
LEX(p4ts, t3p4) = &, we add nothing. LEX(t3p,, pats)
can be any one of {tgp,}, {t;pst3} and {p,¢,}. By using
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o ©
Availability of loading machining delivering loading machining
raw ma(etiial by R1 by M2 via AGV1 by R2 by M1

Availability of delivering loading machining
raw material | byRI viaAGV1 by R2 by M3
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either {tgp,} or {t,p,tg}, the virtual PT path from p, to
tg is added as the dotted lines in Figure 7. This implies
that once M, completes its processing, AGV, is used to
deliver the part. Theoretically, we may use {p,t,} and
then a PT path p,t, will be added. H = {p,, ps—pi13}-

We have synthesized the partial system shown in
Figure 4, i.e. production portion from Entry 1 to Exit 1.
Now we synthesize the rest portion, from Entry 2 to
Exit 2, by applying the rules. For t;pgt, and ts5p;,t,,
applying PP1 leads to the two loops pgtep;atiops and
P12t11P15t12P12- The meaning of the added places is
shown in Figure 8.

Consider two processes: PSP4 = pgtopiatiops and
PSPS =py,ty1P1st12P12- We choose t,, from PSP4
and t;; from PSP5 and generate a new process,
PSP =t10P16t13P17t11, as shown in Figure 9. Since
PSP4 # PSPS, PSP4| PSPS, the synchronic distance
between t,, and t;, is infinite, TT3 is applied by
picking up t, from PSP4 and t,, from PSP5 and
generating psp’ = t1,P15t14P10to. It is easily verified that
psp, psp’, PSP4 and PSP5 constitute a loop.
Furthermore, we insert the tokens in p,, to represent
the availability of raw material from Entry 1 to fulfill

Rule TT4. The synchronic distance between t,, and
t1; is now bounded by the initial tokens given in p,,.
H ={py, pg—P13, P1o}-

Applying TT2 and TT3 we obtain the paths: t,3p,0t10,
t11P21t13 and ty4p,,ty, which model the availability of
M,, M5 and AGV,. This completes the modelling process
and the final net is depicted in Figure 10 as a bounded,
live and reversible net if my(p,) > 0, mo(p1o) > 0, my(p;) =
0 for 8<i<13 or 20<i<22, and my(p)=0 for
pe{p;, 1 <i<22} — H, ie. the places except those in H
in the net have no token. H = {p,, ps—P13, P1o—P22}-

4. CONCLUSIONS

This paper proposes the knitting technique of Petri net
synthesis for manufacturing systems. This methodology
insures the desired qualitative properties of the systems,
and precludes the need for analysis of boundedness,
liveness and reversibility by adopting several useful rules
which are easy to use. Application of these rules is
illustrated through a production system of five machines,
two robots and two AGVs. The proposed technique
has two basic advantages over previous synthesis
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approaches, ie. top-down (Valette, 1979; Suzuki and
Murata, 1983; Berthelot, 1985; Zhou and DiCesare,
1989), bottom-up (Narahari and Viswanadham, 1985;
Datta and Ghosh, 1986; Krogh and Beck, 1986; Koh
and DiCesare, 1991) or hydrid approaches (Zhou et al.,
1992), in the following aspects:

1. At each step, the rules can be easily checked and used
for incremental design of Petri net models for a
concurrent system. The boundedness, liveness and
reversibility can be preserved, and thus no analysis is
required for the complicated net.

2. The procedure introduced can be easily automated
in the environment of computers (Yaw and Foun,
1989). The feature is especially important for large-
scale manufacturing systems.

However, the current approach needs to be further

extended to include more general resource sharing cases
discussed in Zhou and DiCesare (1991b). Second, the
research should focus on the system whose first-level
models are no longer the basic process discussed, e.g.
the choice-synchronization structure discussed in Zhou
et al., 1992. Third, this technique has been extended to
general Petri nets (Chao and Wang, 1994c; Chou et al.,
1993). Finally, a computerized environment should be
created for further industrial applications (Yaw and
Foun, 1989).
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