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An iterative algorithm based on the divide-and-conquer approach has been presented by van de Liefvoort

for the Reve’s puzzle. This note justifies the method suggested by Liefvoort to determine the number and

sizes of the optimal slices, each of which can be moved in some iterative algorithm of the three-peg
problem.
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1. INTRODUCTION

In a recent paper, van de Liefvoort (1992) treated the
four-peg Tower of Hanoi problem, commonly known
as the Reve’s puzzle. He gave a divide-and-conquer
approach of the problem. The idea is to divide the tower
of n discs into m slices of sizes s, s,, ..., S,, With

0<s;<81+85< " <s+8+ " S,=n,

where s, is the number of discs in the bottom slice, and
Sm 18 the number of discs in the top slice and is such
that the corresponding Reve’s puzzle with s, discs is
solvable linearly [so that, by Proposition 2 of Newman-
Wolfe (1986), s,,<3] in (25, — 1) number of moves.
Starting with the bottom, the slices are numbered
1,2, ..., m and each slice is then identified by the associ-
ated slice number. Except for the topmost (smallest)
slice, each of the remaining slices is then moved as a
single entity in the manner of the three-peg algorithm,
one such being provided by van de Liefvoort himself.

Van de Liefvoort (1992) suggested two alternative
methods to find the number of slices, m, and the number
of discs in each slice. In one version, adopted in his
algorithm, the sizes of the slices are determined as
follows: starting with the topmost slice, choose the sizes
to be 1, 2, ..., m, until there are not enough discs leftover
(r) to form the next slice of size (m + 1). If r =0 [so that
n=m(m+ 1)/2], then one is done, and in this case, the
tower is ‘saturated’; if, on the other hand, r >0, then
give one to each of the r largest slices (corresponding to
the saturated case).

Though the algorithm of van de Liefvoort (1992) is
different and new from the previous iterative algorithms,
such as those of Rohl and Gedeon (1986), Lu (1989),
Hinz (1989) and the recent one of Gedeon (1992), the
various results of van de Liefvoort lack the support of
the necessary theoretical developments.

This note derives the method suggested by van de
Liefvoort to determine the number and sizes of the
optimal slices.

2. REVE’SPUZZLE

Denoting by M(n) the number of moves in a pms
(presumed minimal solution) for the Reve’s puzzle with
n discs, the dynamic programming equation satisfied by
M(n) is (see, e.g. Hinz, 1989)

M(n)=1<rkn<i£1_1{2M(k)+2"“"—1}, n=2 (1)
M©0)=0, M(l)=1. (2)

Denoting by f(n) a minimum partition number (for
which the term inside the braces on the right-hand side
of (1) is minimized), we have the following theorem, due
to Hinz (1989).

THEOREM 1. Let, for some le N=1{0,1,2,...},
I+1 I+2
<n< (3)
2 2

I+1
n= +r forsomere{0,1,...,1}. (4)

so that

2
Then

.

, ifr=0

2

(Vern ires
r—1, ifr

2

It may be mentioned here that given n e N, there is
only a unique [ satisfying the inequality (3).

Now, regarding f(n) as the function f:N-N, we
denote by f” the p-fold composition, that is,

fPmy=f(f(...(fm));  npeN (5)
YUY,
pfactors
(with f°(n) =n, f"(0)=0). We then have the following
theorem.

fln)=
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THEOREM 2. Let, for some l e N,
[+1
n= +r, re{0,1,...,1}.
2
Then, for pe {0, 1, ..., [},

(
I—p+1 .
+r—p, fO<p<r

2
rmy={ [I—p+1
Jrn) ( P ) ifr<p<l
2
0, ifp=1

\

Proof The proof is by induction on p. The validity
of the result for p =1 follows from Theorem 1. So, we
assume its validity for p with 1 <p <.

Evidently, for 0<r<p—1,

pH1(,\ I=p
-('77)

Now, for p<r </, by Theorem 1,

(7))
(%)

I—p :
5 +r—p—1, ifr—p#0.

ifr—p=0

Hence, the result is also true for p + 1, completing the

induction. ]
Now, given
m+ 1
n= 5 +r re{01,...,m},
we define

sp(n)=f7"1(n) — fP(n);

Then, using Theorem 2, we get

p=12 .., m (6)

n=s,(n)+ s,(n)+ ... + s,u(n). (7)

We thus see that the number of sizes, m, is just the
(unique) number [ satisfying the inequality (3), and hence
m is given by

m = trunc(y/(8n + 1)/4 — 1/2). (8)

The sizes of the slices are given in Theorem 3 below,
which follows directly from (6) and Theorem 2 after
some algebraic manipulations.

THEOREM 3. For pe{l,2,..., m},
{m—p+2, fl<p<r

sp(n) = ,
m—p+1, fr<p<m

p

3. CONCLUSIONS

The expression for s,(n), given in Theorem 3 above,
coincides with that suggested by van de Liefvoort (1992).
The above scheme guarantees that the smallest slice of
size s, can always be solved linearly; furthermore,
Theorem 2, together with Proposition 2 of Newman-—
Wolfe (1986), shows that the smallest slice can also be
moved using three pegs only, while the algorithm of
van de Liefvoort uses all the four pegs for its movement.

We now have the following theorem, giving an expres-
sion for M(n) in terms of the sizes of the optimal slices.
Using Theorem 2, the equivalence of this with that of
Liefvoort (his expression misses the additive term 1) can
be established; however, from the computational point
of view, that in Theorem 4 is more efficient.

THEOREM 4. Let, for some me {1, 2,...},

<m+1> <m+2>
<n< .
2 2

Then, with s;(n)’s given by Theorem 3,
M(n)y= ) 2171(2%m —1).

i=1
Proof. From (1) and (6), we have
M(n) =2M(f(n)) + 25" —1
= 22M(f2 () + 2 — 1) + (22 — 1),

and continuing, we would ultimately get

M(n)=2"M(f™(n)+ Y 2'71(2%"—1).
i=1
Now, appealing to Theorem 2 and (2), the result follows.
O

The scheme (6) may be employed to find an optimal
sequence of slices for the five-peg problem so that each
slice can be solved with the four-peg algorithm. In his
paper, van de Liefvoort (1992) reports that he failed to
do so. The analysis of the five-peg problem will be done
in a forthcoming paper.
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