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This paper presents a temporal database model which allows the expression of relative temporal
knowledge of data transaction and data validity times. The system is founded on an extension to Allen’s
axiomitization of time, given previously by the anthors, which takes both intervals and points as primitive
time elements. A general retrieval mechanism is presented for a database with a purely relative temporal
knowledge which allows queries with temporal constraints in terms of any logical combination of Allen’s
temporal predicates. When absolute temporal duration knowledge is added, the consistency checking
algorithm apon which the inference mechanism is based redoces to a linear programming problem. A class
of databases, termed time-limited databases, is introduced as a practical solution to the problem of
computational complexity of retrieval. This class allows absolute and relative time knowledge in a form
which is suitable for many practical applications, where relative temporal information is only
occasionally needed. The architecture of such a system is given, and it is shown that the efficient retrieval
mechanisms for absolute-time-stamped databases may be adapted to time-limited databases.
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1. INTRODUCTION

The incorporation of time into conceptual database
systems has been an active area for research over the past
decade. Several approaches to the problem have used a
relational model which includes temporal attributes. For
example, Jones and Mason (1980), and Sarda (1990),
address starting and finishing times as attributes for each
whole tuple which define its validity; Gadia (1988)
proposes a system in which each attribute value is
stamped with a temporal element which is a finite union
of point-based intervals; and Clifford (1985, 1987)
includes functions from valid times to attribute values
for time-varying attributes. Additionally, it has been
recognised that there may be more temporal attributes
required for temporal database management systems. In
fact, in Ben-Zvi's (1982) time relational model, five
implicit time attributes have been addressed: effective-
time-start and effective-time-stop are, respectively, the
left and right end points of the time interval for the
existence of the real-world phenomenon being modelled;
registration-time-start is the time at which the effective-
time-start was stored; registration-time-stop is the time at
which the effective-time-stop was stored; and deletion-
time records the time when erroneously entered tuples
are logically deleted. Subsequently, Snodgrass and Ahn
(1986, 1987), McKenzie (1991), and Clifford and
Isakowitz (1993) have proposed systems with temporal
attributes, which are semantically similar to Ben-Zvi’s,
e.g. in Snodgrass (1987), four implicit times, valid-from,
valid-to, transaction-start and transaction-stop, are
addressed. Common to these later approaches is that
the attributes encode both valid time and transaction
time for each tuple. In the glossary of temporal database

concepts, Jensen et al. (1992) have given definitions of
valid time and transaction time, as below:
e Valid time. The valid time of a fact is the time when
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the fact is true in the modelled reality.
o Transaction time. A database fact is stored :gn a
database at some point in time, and after it is storeg, it
may be retrieved. The transaction time of a datzfolj)asc
fact is the time when the fact is stored in the dataBas.
Transaction times are consistent with the serialis@ion
order of the transactions. Transaction time véﬂéucs

cannot be after the current time. g

«Q
Hence, in this paper, we take the transaction timexjgof 1
database fact as the time over which the fact is (was)
taken as part of the current state of the database.étis
interesting to note that the time, or the ‘point in timg', al
which a database fact is stored in the database is
sometimes termed its recording time: in fact, reco@iﬂs
time can be taken as the tranmsaction-start for tht
transaction time attribute in Snodgrass’ (1987) system.
Some systems, such as those of Jones and Maso?
(1980), of McKenzie (1991) and Snodgrass (1987), take
the tuple as the fundamental transaction unit, so tha!
whenever anything changes within the tuple, the wholt
tuple is regarded as being renewed. Other systems, sudh
as that of Gadia (1988), take individual attribute valut
as the fundamental transaction unit. Ahn (1986) h#
shown that these two views are entirely equivalent,
Ling and Bell (1992) have pointed out that t
appropriate transaction units for any application are %0
do with practical questions of storage and retri
efficiency. We shall adopt the tuple view in this papet
since it makes for clearer presentation.
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Most temporal database systems require absolute time
values for the temporal attributes. However, there may
be temporal knowledge about a valid/transaction
interval even though precise starting and finishing
rimes are unknown. For example, we may know that
event A happened before event B, without knowing the
sbsolute times when they actually started/finished.
Relative temporal knowledge such as this is typically
derived from humans, where absolute times are rarely
remembered, but relative temporal relationships are
often remembered. In James Allen’s (1981, 1983)
interval based temporal system, 13 primitive relation-
ships between intervals are defined including equal,
before, meets, overlaps, starts, during, finishes and six
inverse relationships. These relationships provide a
means to represent relative temporal knowledge, in a
form comprehensible to humans.

In order to be capable of representing not only
absolute, but also relative and imprecise temporal
information, some new temporal database systems have
been introduced, examples are those of Chaudhuri (1988)
and of Koubarakis (1993). Chaudhuri’s graph model is
proposed as a tool in identifying generic temporal queries
and in describing the process of deduction of temporal
relationships. The model represents time elements as
nodes and temporal relationships between time elements
as arcs of the graph. Queries to the graph are processed
by propagation of temporal relationships along arcs of
the graph, according to Allen’s (1983) transitivity table.
The complexity of this process is a major problem of the
deductive method and Chaudhuri discusses how heur-
istics may be used in some cases to solve this problem.
However, the model is restricted to a subset of binary
temporal relationships only; it cannot represent mixed
relative time and absolute time duration information.
Additionally, it cannot represent disjunctive constraints
and does not address issues such as transaction time/
valid time explicitly. Consistency checking, which has
been a problematic question in most temporal systems, is
not addressed in Chaudhuri’s model.

Koubardkis’s (1993) system is based on relation-like
representations which can contain variables constrained
by the formulas of his temporal theory. The underlying
ime theory for the system is point-based: points are
lqentiﬁcd with the rationals while intervals are con-
sidered as pairs of points. Hence, the time basis for this
System is similar to the point-based constraint network
f)f Dechter et al. (1991), where temporal predicates over
Intervals must be expressed in terms of the temporal
order over the interval end-points. However, Vilain
(1982, 1986) and Van Beck (1989, 1992) have examined
the complexity issues relating to interval/point algebra,
showing that the computational complexity of the
Constraint evaluation algorithm may be prohibitive for
Practical systems. Additionally, as Allen (1983) and
L°1}8 (1989) have pointed out, modelling intervals by
taking their end-points can lead to problems: the
anoying question of whether end-points are in the

interval or not must be addressed, seemingly without any
satisfactory solution. If intervals are all closed then
adjacent intervals have endpoints in common; hence,
when adjacent intervals correspond to the validity times
of truth and falsehood of some property, there will be a
point at which the property is both truth and false.
Similarly, if intervals are all open, there will be points at
which the truth or falsity of a property will be undefined.
The solution in which intervals are taken as semi-open,
e.g. see the definition of intervals in Maiocchi’s (1992)
TSOS, so that they sit conveniently next to one another,
seems arbitrary and unsatisfactory, since for some cases
there is nothing to choose between whether an interval
should be left-open/rightclosed or left-closed/right-
open. This problem has been highlighted in Allen
(1983) and provides motivation for the use of an
interval based system to handle human temporal
information in a natural way.

The objective of this paper is to present a temporal
database architecture, which allows purely relative
temporal knowledge, by using Allen’s 13 temporal
predicates as part of its user interface. Also, we shall
show how such an architecture may be integrated into an
absolute-time-stamped database system, to provide a
practical solution to the problem of retrieval efficiency.
The fundamental theory of Allen’s system is interval-
based and the exposition of this paper could follow
Allen’s time theory exactly. However, we prefer to utilize
an extension of Allen and Hayes’ (1994) interval-based
axiomatization, given previously by the authors in Ma
and Knight (1994), as the underlying temporal basis for
the system. This axiomatization of time has been
developed from Allen’s interval based theory by means
of including points on the same footing as intervals. A
critical examination of Allen’s time theory has been given
by Galton (1990), which shows the problems resulting
from the exclusion of the concept of points. For example,
consider the motion of a ball thrown vertically into the
air. According to classical physics, there is a point p at
which the ball is stationary in the air (neither going-up
nor going-down). Intuitively, the valid time for the fact
that the ball is ‘going-up’ or ‘going-down’ is an interval
with a positive duration, while the valid time for the fact
that the ball is ‘stationary’ is just a time point. Hence, for
general treatment, in the architecture presented in this
paper transaction time and valid time will take values
from a set of time elements, which may be primitive
intervals or primitive points. (The term ‘time element’
should not be confused with the similar term ‘temporal
element’, which is often used elsewhere to denote a finite
union of intervals.)

The need for temporal databases of the kind discussed
in this paper occurs in applications where one might
possess some temporal knowledge in relative form. We
give an illustrative example of such a system, from the
medical field, to assist the presentation of the ideas.
Consider a patient, who we shall call Lee, attending a
clinic: On his first attendance, Lee described that several
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weeks before, he felt some stomach pain and took a pain-
killer (drug a) for some days. However this did no good,
and he visited the doctor. A doctor (Dr Major) cancelled
drug a, and prescribed drug b and drug c for 3 days,
asking Lee to come to the clinic after finishing the drugs.
Unfortunately, Dr Major forgot to write down the
prescription of drug ¢ on Lee’s medical record. The next
time Lee attended the clinic, he was examined by another
doctor (Dr Long). Since Lee’s condition had changed for
the better and his medical record wrongly indicated that
the treatment had been just drug b, Dr Long simply
prescribed drug b for another 3 days. Thereupon Lee’s
condition deteriorated. Lee came back to the clinic just
after finishing drug b. This time, Dr Major discovered
the mistake, and corrected Lee’s medical record, In
addition, Dr Major prescribed drug b and ¢ for another 7
days.

This exmaple involves very little data in the traditional
sense, but involves many different temporal references.
The data essentially describes a treatment (the list of
drugs prescribed). The valid time of the treatment may be
characterized as an interval with a positive length. The
exact starting-point and finishing-point of each of these
periods are not always specified. However, some
temporal facts are known relating to the periods. For
example, the period of treatment with drug a comes
immediately before treatment with b and ¢, although we
do not know its start time, or duration.

Another interesting aspect of temporal databases
illustrated by the example is the importance of the
transaction time to inference. According to the view of
the database at the time when Lee was examined by Dr
Long, the database wrongly indicated that Lee’s
condition changed for the better because of the effect
of just drug b, although actually drug b and drug c
together were taken. However, it is not appropriate to
delete this wrong information from the database, since if
we do so we cannot at a later date tell why Dr Long did
not prescribe drug c at that time. Instead of over-writing
the wrong information, the corrected version must be
added to the database, but with its own transaction time.

The main problem involved with relative databases is
that of temporal inference since for relative temporal
data one often needs deeper reasoning to infer facts. For
example, if we have a database with the following facts in
terms of absolute time:

Intervali;: starting time = 8.00
finishing time = 9.00
Interval iy starting time = 11.15

finishing time = 11.30

then we need only to retrieve i; and i, to find directly that
iy is before iy. However, if we only have the following
relative information:

Interval i; before Interval i,, Interval i, before
Interval iy, Interval iy before Interval i,,

then we need to retrieve facts from the database other

than those relating to i} and iy (i.e. i, and i3), and then w
must deduce that i, is before iy. This problem is degy
with in Section 4 below, where a general mechanism for
query evaluation is presented. The mechanism is bagy
on the refutation principle, with a general consis
checker for interval and point based system give
previously by the authors in Knight and Ma (1993).

In Section 2 of the paper, we outline briefly p,
underlying time axiomization used. Section 3 preseny
the conceptual structure for a system involving relatiw
times and gives relational schema. In Section 4 we giw
the general form for temporal queries and show how they
may be resolved in terms of the inference mechanisy
Examples of queries to the database are dlscussui in
Section 5. In Section 6 we examine the pro‘glem
encountered when absolute temporal duration infoma.
tion is added to the database: although absolute-fime.
stamped systems provide good retrieval mechani¢mg
mixed systems with some relative time and some abs§luu
durations are intractable. As a proposal, wesalso
introduce a class of databases, termed time- hrgned
databases, which allow absolute time and relativectime
information in a form which is suitable for wany
practical applications. It is shown that absolute-fime
stamping retrieval methods may be adapted for -ﬁmc
limited databases.

The time theory used in this paper allows both?t.lmc
points and time intervals as primitive, so as to t@nd}e
human temporal information in a natural way, 50&
sistent with Allen’s approach. This is different fromg the
approach of Koubarakis, which in fact reduces 3o a
point-based constraint network problem. It is also Eﬁore
comprehensive than the approach of Chaudhuri snﬁ&:c it
allows mixed relative and absolute time. Also a gcgeral
retrieval mechanism is given based on refutatiofi by
means of a consistency checker, supporting any%on
ventional data conditions, and both conjuncnvqaand
disjunctive temporal constraints.

2. THE UNDERLYING TEMPORAL BASIS

In Ma and Knight (1994), we have propose&— an
extension of Allen and Haye’s (1989) interval l@sed
time theory. The extended theory takes both intervals
and points as primitive time elements on the sam¢
footing. A single primitive temporal predicate, it
‘meets’, over time elements is formally axiomatized
This time theory characterises a very general tempord!
frame which may be linear or non-linear, dense of
discrete, etc. In what follows, we give a brief outline of
the main features of the general time axiomatization.

We use T to denote a nonempty set of time-elements
and d to denote a function from T to Ry, the set of not
negative real numbers. A time-clement, t, is called 3
(time) interval if d(t) >; 0, otherwise, t is called a (time)
point. According to this classification, the set of tim®
elements, T, may be expressed as T = / U P, where I 8
the set of intervals, and P is the set of points.

udy €0 Uo jsen
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The primitive order over time elements is a temporal
predicate termed ‘meets’, which is axiomatized by the
following axioms:

(A1) Vit ty,t € T(meets(t), ty) A meets(ty, t3)
A meets(ty,ty) = meets(ty,t3))
(A2) Vte T3t,t" € T(meets(t',t) A meets(t,t"))
(A3) Vt,ty € TE,t" € T(meers(t', 1))
A meets(ty,t") A meets(t’, ty) A meets(t, t"))
=t =tp)
(A4) Vty,t; € T(meets(t), t;) =
3t € TVt',t" € T(meets(t', t;) A meets(ty, t")
= meets(t',t) A meets(t,t"))
(AS) Vi), ty € T(meets(t),t) >ty €IV, €1)
(A6) Vty,ty € T(meets(ty, ty) = d(t; & t)
=d(t;) +d(t2))

Axiom (Al) states that the ‘place’ where two time
elements meet is unique. (A2) preserves that every time
clement has at least one neighbouring time element
preceding it and another succeeding it. (A3) simply says
that there is a unique time element between any two
meeting places. (A4) states that if two meeting places are
separated by a sequence of time elements, then there is a
time element which connects these two meeting places.
Hence, by axiom (A3), for any two adjacent time
elements t; and t,, the ordered union of t; and t, may
be written as a time interval, t = t; @ t,. Axiom (AS5) is
based on the intuition that points will not meet other
points, i.e. between any two time points there is a time
interval. (A6) ensures that the operation, ‘@’ which
combines adjacent time elements, is consistent with the
function d, which we shall call the duration assignment
over T.

In terms of the primitive predicate ‘meets’, the
complete set of possible temporal relationships over
time elements may be classified in terms of the following
four groups of predicates:

Point~Point:
equal, before, after
which relates points to other points:

Interval-Interval:
equal, before, meets, overlaps, starts, during, finishes,
finished_by, contains, started_by, overlapped_by,
met_by, after,
which relate intervals to intervals:

Point—Interval:
before, meets, starts, during, finishes, met_by, after,
which relate points to intervals:
Interval—Point:
before, meets, finished by, contains, started by,

met_by, after,
which relate intervals to points.

The definition of these temporal predicates in terms of
meets is straightforward (see Ma and Knight, 1994). For
example, before can be defined in the theory by:

before(t',t") & t(meets(t’,t) A meets(t,t"))

Note that the above definition for the predicate
before(t',t") accommodates the case that more than
one intermediate time elements, t;,..:,t,, stand between
t’ and t”, since by axioms (A3) and (A4), we can write
L. Ot,=t

In this way, we take the temporal part of a database,
consisting of the data of meets knowledge alone, to
express the relative temporal knowledge. We wish,
however, to require the user interface to the system to
support the full set of temporal predicates.

Ordinarily, in computer systems we have to store
information as a finite set, and the semantics of any
database of time elements will usually assume a well-
order at some fundamental level. Hence, the computer-
based temporal system may be viewed as a model of the
theory, in the form of a finite set of temporal facts.

In fact, from a temporal frame axiomatized by axioms
(A1)-(A6) we may form a non-empty finite set
E C T =T1U P, such that:

1. E={t],t2,...,tm};
2. meets(t;,ti01),i=1,2,... . m—1;
3. meets(t;,t,_,_l) 3>t € IVtH_l el

These theorems precisely characterize a finite series, E, of
time elements, which is similar to an initial segment of the
set of natural numbers with an immediate successor
relationship. Additionally, it is easy to see that the
limitation of axioms {A4), (AS) and (A6) onto E, well
define the closure of E under ‘@’/‘+’, the binary
operation of combining adjacent time elements, and the
corresponding addition of duration defined by the
axiomization (see Knight and Ma, 1992, 1993).

Theoretically, the closure of E includes E and all the
time elements which can be formed by means of ‘@’/‘+".
However, in an application neither the complete closure
nor the fundamental set E may be entirely known. A
database may express temporal knoweldge that is
incomplete in several ways. For example, the database
may contain knowledge of duration assignments for only
some of its elements, and may have only a partial
knowledge about the °‘meets’ relationship for the
corresponding time elements. We term such a temporal
system a finite time network.

An intuitive graphical representation of a time
network has been introduced previously by the authors
in two different forms for cases with, and without,
duration knowledge, respectively in Knight and Ma
(1992, 1993). Figure 1 shows an example of such a
representation in the case where no duration knowledge
is addressed. In this graphical representation, time
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FIGURE 1.

elements are denoted as arcs of the graph, and the ‘meets’
relationship is expressed by means of the node structure
in the directed graph, where meets(t;, t;) is represented by
t; being in-arc and ¢ being out-arc to a common node
(For the sake of clearer presentation, in Figure 1 points
are represented as single barred arcs, and intervals as
double barred arcs). The graph of Figure 1 represents the
following meets relationships:

meets(i, i), meets(iz,py), meets(py, i), meets(is,is),
meets(iy, p2), meets(py, is), meets(is, i)

3. ARELATIONAL MODEL FOR TEMPORAL
DATABASES

In this section, we present the relational model for a
temporal database. Following the conventional con-
cepts, a non-temporal relation R with non-temporal
attributes, A;,...,A, defines a non-temporal relation
scheme, denoted as R(A;, ..., A,), where each attribute
A, takes values from its domain, D, a set of data. A non-
temporal relation is a subset of the Cartesian product of
one or more domains. Conventionally, a relation is
envisioned as a table of data values, where the rows of
such a table are termed tuples, and values of an attribute
associated with column i of the relation are taken from
domain D;. In the model presented here, temporal
reference of the system is made by assigning two time-
elements to each nontemporal tuple, which denote the
valid time and transaction time respectively. Knowledge
about the temporal order over time elements is
represented by a table of meets relationships over the
corresponding time elements. Hence, corresponding to

the non-temporal relation scheme R(A,, ..., A,), we can
define the temporal relation scheme as:
TR(TLransacuona Al IR A,,, Tvahd)

TABLE 1. Medical record
TTRANSACTION Paiicnt Prescriber D"llg Status TVALID
iy Lee null null pain iy
iy Lee Lee a worse iy
iy Lee Major b null iy3
ig Lee null null pain iy
i Lee Lee a worse iv2
i Lee Major b better i
ig Lee Long b null i
i Lee null null pain iy
i Lee Lee a worse iva
ip Lee Major b&c better iy3
iy Lee Long b worse i
in Lee Major bé&c null iys

together with a meets table:

meets(TFmt-argummn Tmondmrgumcnt),

where instances of Tyansaction> Tvatid> Tfirst-argument and
Trecond-argument are all taken from the set of time elemen;
which can be intervals or points.

In what follows, we shall illustrate the ideas in terms o
the simple medical record example outlined in th,
introduction.

For the example, if we take non-temporal attributeg

Patient, Prescriber, Drug and Status,

then the database may be represented by the followin
schema:
9
medical-record (T ansaction, Patient, Prescnberp_
Drug, Status, Tyanq),

meets(Tﬁnt-argmncnu Tmond-argumcm),

wioly pepeo

Correspondingly, we may illustrate the medical-reghrd
representing Lee’s history as in Table 1 (Mc&cal
Record).

In this example there are five validity intervals sh@wn
the time when Lee first felt pain. “
the time when Lee was treated by means of &rug
a, administered by himself.

the time when Lee was treated by drug b and %rug
¢, prescribed by Dr Major.

the time when Lee was treated by drug b,
prescribed by Dr Long. &
the time when Lee was again treated by drgb
and drug c, prescribed by Dr Major.

1y
Iy2

ly3

iv4

9|0l].

lys

There are also three transaction times shown:

9v/88SG/L/

transaction interval following data entry afterﬁm
appointment with Dr Major.

i

ip transaction interval following data entry aftez\c’ﬁm
appointment with Dr Long.
ij3 transaction interval following data entry aﬂu

second appointment with Dr Major.

o
(.)J

The graphical representation of the correspondmgTEJme
network is given in Figure 2.

The record shows three transaction intervals foﬁithc
validity interval i,;. The third (interval i,;) corrects tht
second (interval i,;) which incorrectly records that Let
was taking drug b alone. However, the reason for Dr
Long’s prescription of drug b alone for interval i,4 (i¢
that he thought drug b alone had led to improvemest
over i;) may still be inferred from the database. This 8
because the transaction time allows us to retrieve the
state of the database at any time in the past. Also, thest
transaction intervals ‘are consistent with the serialisatio?

FIGURE 2.
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order of the transactions’ (see Jensen et al.’s definition
given in Section 1). Temporal queries depending on both
wlidity time and transaction time will be discussed in
section 4 below.

The temporal part of the database is represented by
he eight time elements: iyy, iy, iv3, Ly, bvs, i1, irg, and i3,
slong with the meets predicate imposed over them. As a
able, it may be represented as:

meets(ivl ) iVZ)) meets(iVZ) t1)7 meets(iv2a itl ):
meets(ty,iy3), meets(iy,ty), meets(iys, i),
meets(i“,tz), mee“(iu,ia), meets(t21iv4))
meets(ivh t3)a meets(iv4v it3)) meets(itZa tg),
meets(i, 13), meets(ts,iys)

where t;, t, and t, represent delays between the doctor
prescribing the drug and the patient beginning to take it.
These delays are generally unknown in duration, e.g.
meets(iy2, t;) and meets(t,,i,3) express the fact that the
valid time interval i,3 is ‘after’ i,,, by reason of the delay
interval, t,, standing between them.

4. THE INFERENCE MECHANISM

In this section, we consider the inference mechanism for
the system. For queries to the database, we wish to
support all the possible temporal predicates over time
elements. For example, ‘show me all facts before time t,,
or after time t,’, or ‘Is it true that fact A holds during time
i and before time t?’. All these temporal queries can be
characterized in a general query form. The general
method for query evaluation depends upon a consistency
checker for the database in terms of the necessary and
sufficient condition for the consistency of the corre-
sponding time network (see Knight and Ma, 1993).

For temporal queries, temporal constraints will be
added as additional querying conditions. Although the
relationships between time elements are characterized in
terms of the single predicate, ‘meets’, we should allow a
more general form of query. This should allow temporal
constraints, in terms of all the possible temporal
predicates presented in Section 2, over both transaction
times and valid times, and any other given reference time
tlements.

Formally, we may specify a query as a general
txpression of the tuple relational calculus (see Elmasri
ind Nabathe, 1994) in terms of the following form:

{xl 'AlaXZ'A2>-~-axn°An|

COND(XI 1 X250 3 Xy Kt 15 Xpgp 25+ - - :xn+m)}

Where x,,x;,..., Xy Xns1y- s Xnsm are tuple variables,
tach A;, is an attribute of the temporal relation to which
% belongs, and COND is a condition or well-formed
formula (wfi) of the tuple relational calculus (see Elmasri
ad Navathe, 1994). In the temporal calculus proposed
tre, a non-temporal wif is made up from atoms in the
‘onventional way, where an atom can be one of the

following forms:

1. TR(x;), where TR is a temporal relation name and x,
is a tuple variable.

2. x;-Aopcx;-B, or x;-A c op x;- B, where op is one
of the binary comparison operators in the set
{=#,<, £,>, 2}, x; and x; are tuple variables,
A is an attribute of the relation to which x; belongs,
B is an attribute of the relation to which x; belongs,
and c is a constant value.

However, to address the temporal cohstraints over time
elements, we need to extend the wffs to include temporal
atoms of the form r(x;- A, x;- B), where r is one of the
binary temporal predicates classified in Section 2, A and
B are temporal attributes (from the domain of time
elements), of the relation(s) to which x; and x; belong,
respectively.

The key problem in evaluating a query with temporal
conditions is to test whether for a given pair of time
elements, t; and t;, a constraint r(t;,t;) is satisfied. In
principle, we can do this by showing that, —r(t,, t,), the
converse constraint to r(t;,t,), is inconsistent with the
time network, by means of a consistency checker given in
Knight and Ma (1993). It has been shown that the
temporal predicates given in Section 2 are mutually
exclusive to each other (see Knight and Ma, 1993; Ma
and Knight, 1994). So that, for example, if p is a point
and i an interval, we know that precisely one of the
temporal predicates in the set:

R = {before, meets, starts, during, finishes, met_by, after}
must apply for p and i. Hence for ry € R:

—'rO(p)i) @rl(p,i)Vrz(p,i)V...Vr(,(p,i)

where {ry,rs,...r¢} U{ro} = R. Hence, to show ry(p, i)
we simply show that r’(p,i) is inconsistent for
r'=r,ry...,r6 ie. r' can be any one of the temporal
relationships between point p and interval i, other than
re. For instance, we may show before(p,i) by means
of showing that meets(p,i), starts(p,i), during(p,i),
Sfinishes(p,i), met-by(p,i) and after(p,i) are all inconsis-
tent with the database.

The general treatment of the temporal constraints can
then be handled by conventional logical operations over
the results of individual constraint evaluations.

It is interesting to note that improvement may be made
to the evaluation of the individual converse constraint
-r(ky, k;). The method given above equates —r(k;,k,)
with the disjunction of r’(k;,k,) for r’ € R\{r}. This
leads to several different consistency checks. However,
for each temporal predicate the number of tests may be
reduced considerably (to a maximum of 2) by expressing
-r directly in terms of meets. For instance:

-before(k,, k,) & meets(ky, k,), A meets(ko, k)
A meets(k, k,) A meets(k, k,} V meets(ky, k;)

Hence, for example, the six tests for the constraint
-ro(p, i) illuminated above may be reduced to two.
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5. EXAMPLES OF RETRIEVAL -

In this section we give some examples of temporal
predicates used as temporal constraints. For each query
we give the tuple calculus specification, and a table
representing the result in the case of the medical record
example given in Section 3. Here, since only a single
relation is addressed, these examples seem to be quite
simple. However, by means of the general expression of
the temporal tuple relational calculus proposed in the
above section, complex cases which involve more than
one relation can be addressed in a straightforward way.

Query 1 Retrieve Lee’s medical history, as known
before the second appointment with Dr
Major

{x| MEDICAL-RECORD(x)
x.PATIENT = ‘Lee’

AND
AND

(before(x. TtransacTiON; i3) OR

meets(X. TTraNsACTION 113) )}

Result:

Trransacrron  Patient  Prescriber  Drug  Status  Tysup
iy Lee null null pain in
i Lee Lee a worse 2
i Lee Major b null i3
in Lee null oull pain ivt
in Lee Lee a worse b
i Lee Major b better i
in Lee Long b oull iva

Query 2 Is it true that Lee took drug a after iy ?

(x| MEDICAL-RECORD(x) AND
x.PATIENT = ‘Lee’ AND
x.DRUG =a AND
x.TtransacTiON =i3)  AND
after(x.Tyaup = iu) }

Result: Null

Query 3 Was it known over iy, that Lee got better
using drug b alone?

{x.STATUS, x. TyoLip]MEDICAL-RECORD(x) AND

x.PATIENT = ‘Lee’ AND
x.DRUG=Db AND
x.TTrANsACTION = In }

Result:

Status Tyarip

Better iy

Null g

This query shows exactly the state of Dr Long,
knowledge according to the transaction time i, y
shows his belief concerning the past interval, i3, ay
his prescription for the coming interval, iys.

Of course, the tables given in the examples canpgy
present all of the information required by a user of t
system, since the temporal relationship of the terms, |
ivay .. ydy, iy« - -5 t1, g, - . ., Needs the graph of Flgure
as part of the user intcrface As a matter of presentatigy
it may be convenient to display more than just the gjw
time elements in order to allow the user to relate themy,
other special reference time elements which exist in thy
network. Particularly, if absolute-time-stamped elemeng
are added to the network, as in the next section, @u
may be displayed as reference elements.

6. INTEGRATING ABSOLUTE AND
RELATIVE TEMPORAL INFORMATION

4 WOy pepeowm

Section 4 outlines an inference mechanism for ret@w
subject to temporal constraints, from the purely rcl&tm
temporal database. This inference mechanism is s
on a consistency checking algorithm given in Knigh and
Ma (1993). The necessary and sufficient condition |
purely relative time network without any durgmn
constraints to be consistent, proved in Knight angM
(1993), are two-fold. The first is the requirementgthﬂ
points do not meet points. This condition makes sengo:
the intuitive level, where we expect points to be sepa%tcd
by intervals. The second is best given in terms o§th
graphical representation. If we first modify the graphd
the time network to remove points from the grapb\#, by
simply treating the point arcs as nodes, then the s@mﬁ
condition states that the modified graph must be ac
If both of these conditions are satisfied than the dal§
is consistent, otherwise it is inconsistent. 8‘0
The inclusion of absolute temporal information mte the
representation may be handied by the addition of k@oﬂ
numerical durations to weight the arcs of the graph. I th
case, an alternative consistency-checker, proved in Kaigh
and Ma (1992), may be employed. This general consisteny
checking algorithm, addressing mixed absolutegand‘
relative time, involves a search for cycles andStr|
construction of a numerical constraint for each (Eyck
The existence of a solution to this set of constraints impi®
the consistency of the system. Hence, the consistent
checker for a random set of known durations is in fact?
linear programming problem. Much work has gone i
algorithms for linear programming. As Cormen ef d
(1989) examine in their textbook, many linear progra®
can in practice be solved very quickly by means of the &
called simplex algorithm. However, with some carefull
contrived inputs, the simplex method can lead
exponential complexity. General linear programs can L4
solved in polynomial time by either Karmarkar’s algorith*
which in practice is often competitive with the simpk®
method, or the allipsoid algorithm which, however, 1%
slowly in practice (see Cormen et al., 1989).
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However, the retrieval situation for an absolute-time-
samped system is computationally efficient, since all
gtart- and end-times are known, and hashing or tree-
«carch schemes may be based on known time points. In
order to reduce the computational overhead of consis-
iency checking for the case supporting absolute duration
ipformation, in what follows, we introduce a class of
databases, termed time-limited databases. Databases of
this type allow both absolute time value and relative time
information in a form suitable for many practical
gpplications. The main idea is that, in many applica-
ton, the relative temporal knowledge may be very
iimited, while most data is stamped with absolute time
values. The graphical structure of such a system is that of
a single absolute-time-stamped chain, C, with occasional
attached groups of purely relative time knowledge, Q,,
i=1,2,...,8, which we shall term ‘relative sub-net-
works’. An assumption is made that each relative sub-
network is time-limited, i.e. two definite times with
absolute values may be determined that are earlier and
later respectively that the sub-network. In this case, each
relative sub-network may be spanned by an absolute-
time-stamped interval which starts and finished simulta-
neously with it. We shall show that retrievals may be
made first from the absolute-time-stamped chain includ-
ing spanning intervals and then, if necessary, by relative
inference over the union of two relative sub-networks.

In an absolute-time-stamped temporal system the time
clements consist of a sequence of time points with
absolute time values (reals or rationals), separated by
time intervals. We shall term this set of elements the
absolute-time-stamped chain, and any ordered union of
clements in an absolute-time-stamped chain as an
absolute-time-stamped element (especially, any element
in an absolute-time-stamped chain is an absolute-time-
stamped element).

Definition Let C be a special time network consisting
of a sequence of time elements of which all points are
stamped with absolute time values. C is called an
absolute-time-stamped chain if:

Ve € C(c €I = 3p;,p; € CN P(meets(py,c)
A meets(c,p3))
Ac € P = 3i € CNI{meets(i,c)
V meets(c,i)) )
where 1 is the set of intervals, and P is the set of points.

\Ye now consider a time network graph G containing a
Single absolute-time-stamped chain C. If we let Q be the
Subgraph of G consisting of non-absolute-time-stamped
tlements in G, we may present G as G = C U Q, where
CUQ represents the graph union of C and Q.
Additionally, let Q be decomposed into subgraphs
01,0,,... Q. such that:

* 0Q;is a connected sub-graph of G.
* Qi and Q; are only connected through nodes in C.

o For each element t in Q; there exists a directed path
from a node in C to t, and a directed path from t to
another node in C,

where i,j=1,2,...,g.

The first two of these properties define what is meant
by a relative sub-network, Q;. Such a sub-network is a
connected set of non-absolute-time-stamped arcs, which
is isolated from other such sets in the sense that they are
only connected in G by means of their connection to the
absolute-time-stamped chain itself. Practically it is often
the case that the temporal relationships between several
linked events are known but these these events are
unconnected with other sets of events. For example, in
the illustration of Section 5, the events are connected
through a single patient. Any connection with other
patient events is made through absolute value times, i.e.
through the absolute-time-stamped chain.

It should be noted that all graphs G = C U Q may be
decomposed into O, satisfying the first two properties,
the only question being the size of the relative subgraphs.
In the extreme case, there is the trivial decomposition
with just Q itself satisfying the properties.

The third property is the reasonable practical
assumption that each relative sub-network may be
time-limited in some way. That is, for any set of linked
temporal events, some absolute time bounds, however
wide, may be established. For example, in the medical
illustration it may not be known exactly when the events
took place, but the month or year, will surely be known.

We shll term a relative sub-graph @; which satisfied all
the above three properties time-limited. Figure 3 shows a
time network containing an absolute-time-stamped
chain C:

C= phihp?.ainp3vi3)p4ai4sp5
with the following two time-limited sets:

Q) = {is, t1, t,ig}
Qs = {iz, t3, t4, ts, t, t7, tg, to, tyg, i} .

Note that in the graphical representation in Figure 3,
while points are still denoted as single barred arcs and
intervals as double barred arcs, time elements which are
not known to be points or intervals are represented as
shadowed double barred arcs.

We term the decomposition:

G=CUQUQU...UQ,

a time-limited decompostion of G, where Q,,Q,,...,Q;
are time-limited relative subgraphs.

We now need to define a spanning element S(t) for
each time element t in G. First, for each relative
subgraph Q;, we define Pre(Q;) as the latest point on C
from which there is a directed path to each element of Q;,
that is, Pre(Q,) is the latest absolute-time point which is
earlier than all elements in Q,. Similarly, we define
Suc(Q;) as the earliest absolute-time point on C to which
there is a directed path from each element of Q,. For
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FIGURE 3.

example, in Figure 3, Pre(Q)=p, Suc(Q)) = ps;
Pre(Q,) = p2, Suc(Q;) =ps. Then we can define the
spanning element S(t) for t in the following way. If tis a
time element on the absolute-time-stamped chain C, then
we define S(t) as t itself. If t belongs to a relative
subgraph Q,, then we define S(t) as the absolute-time-
stamped interval which ‘meets’ Suc(Q;), and is ‘met-by’
Pre(Q).

We are interested in the evaluation of constraints such
as: before(t|,ty), during(t, t,), ..., etc., from a network A.
For clarity, we introduce the network name as a third
argument to these temporal predicates, so that
before(t;,1,4) means that t; is before t; in network 4.

It is now straightforward to demonstrate the following
three theorems, which may form the basis of retrieval
mechanisms for a time-limited database. Theorems (T1)
and (T2) show that we can evaluate r(t;,t,, G) by first
testing before(5(t)),5(t;),C) and after(S(t;),5(t,),C) over
the absolute-time-stamped network C, using the abso-
lute-time-stamping retrieval algorithms (since S(t;) and
S(t;) are both stamped with absolute time values). If
.these predicates are not satisfied, then we need the full
refutation mechanism to evaluate the other predicates. '
However, theorem (T3) shows that we only need to do
this over the union of C with the two time-limited sets
O(t;) and Q(t,), where Q(t) denotes the relative sub-
network containing t.

T1. before(S(t.),S(tz),C) = before(tl, t2, G)

T2. after(S(tl), S(tz), C) = after(tlth) G)

T3.  ~(before(S(t1), 8(t2), C) V after(S(11), 8(ty), C))
Ar(ty, 1, CU Q(t) U Q(tp) = r(t1, 15, G)

where r is any. one of the possible temporal predicates
between time elements t; and t,.

The ‘relative’ retrieval algorithm is thus reduced to a
search for cycles over the graph C U Q(t;) U Q(t,). The
complexity of this algorithm is dependent on the size of
Q(ty), and Q(t,) only, since there can be no cycles
involving the part of C that is ‘before’ the earlier one of
Pre(Q(t;)) and Pre(Q(t;)), or ‘after’ the later one of
Suc(Q(t;)) and Suc(Q(t,)).

7. CONCLUSION

In this paper we have shown that it is possible to base a
database systems on relative time. The systerh uses an

— extension of Allen’s interval-based time theory, ay

allows the use of Allen’s relative temporal predicates f
data input and retrieval. A general retrieval mechaniy,
has been proposed and examples’ of retrievals
relative temporal constraints have been presented.

The paper also demonstrates the integration of relatyy,
time into an absolute-time-stamped database, for a usefy
class of temporal data, where all time elements may p,
given some absolute-time-stamped limits. Such a system
referred to as a time-limited database. Theorems whig,
form the basis of efficient retrieval mechanism for a tim,
limited database have been presented.
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